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ABSTRACT

The excavation of a deep underground structure induces a stress field redistribution that creates an Excavation Damaged Zone (EDZ). Study of EDZ physical properties is of prime importance in the framework of nuclear waste geological storage, where EDZ constitutes a preferential pathway for storage materials towards the biosphere. Use of ultrasonic wave propagation inside the rock media is of great help as a near field non-intrusive technique for this. The significant research activity in the laboratory offers a large number of boreholes. These boreholes form linear excavations with a perfectly round section. It is for this reason that a specific probe and inversion method have been developed in order to reconstruct the image of the velocity field all around the environment of the boreholes. In order to recover all data needed with high accuracy and minimum effort, the probe is fully monitored for automatic data acquisition.

This numerical inversion method has been preliminarily applied to a multi layer test bed in order to validate and optimise the experimental and numerical procedures. Based on those results, an in situ experiment has been performed in the Meuse/Haute-Marne Underground Research Laboratory (URL) in France for the safety assessment of nuclear waste storage in the Callovo-Oxfordian argillaceous layer.

INTRODUCTION

Rock damage introduced by Kachanov in 1958 corresponds to the development of microscopic cracks in the whole of a material. In the case of underground storage, rock damage will affect the rock capacity to confine radionuclides. The principal factors involved in initiation and extension of damage result from the excavation method, the shape of the opening, the stress field and the mechanical behaviour of the rock mass. The stress field and the geometry are generally known. However, the in situ rheology of the rock is much more difficult to determine. Its mechanical characteristics are often variable, particularly in the case of sedimentary rocks that have significant heterogeneities and high anisotropy depending on the settlement. In addition to the natural variability of the rock, there are also uncertainties linked to the experimental methods used to characterise the geomechanical properties of the rock. It is consequently difficult to set up a constitutive model and even more difficult to predict the level of damage that an excavation in a given rock medium may generate.
In order to study EDZ, ultrasonic monitoring and auscultation have proved to be efficient (Maxwell and Young, 1996). Deformations and microcracks markedly disrupted the propagation of ultrasonic waves (Nur, 1969). Simple ultrasonic devices are able to detect the initiation of microcracks at a very early stage. When these devices process a larger amount of information, it is then possible to reconstruct an image of the medium by ultrasonic tomography. Tomographic images have already been obtained in underground structures in order to investigate the damaged zone (Maxwell and Young, 1996, Forney, 1999, Damaj et al. 2007). In order to have a good resolution, however, it is necessary to deploy significant resources with a large number of sensors and boreholes (Balland et al, 2009).

Instead of deploying considerable efforts, an alternative described in this paper consists in studying the damaged zone induced around a borehole drilled for survey purposes. This would involve the installation of several boreholes around big-sized excavation and reconstruction of the complete image of the damage around each borehole. With the exception of the scale effect (from the borehole to the structure), the results of this procedure are expected to more accurately estimate the damage, and more generally the behaviour of the structure.

Previously, Hornby (1993) has demonstrated that it is possible to reconstruct the field in a longitudinal section along a borehole. Winckler (1996) has highlighted azimuthal velocity variations due to the stress anisotropy and has developed an ultrasonic imaging method of the wall with D’Angelo (2006). In our study, the developed method consisted in reconstructing the image of the velocity field around a borehole in a radial plane. This method has recently been developed and validated within the framework of the European NF-Pro project. It has been applied for the first time in the Meuse/Haute-Marne Underground Research Laboratory. It is based on an innovative ultrasonic probe capable of automatically performing a large number of measurements in order to build a “high resolution” radial image of the velocity field around a borehole.

This paper is composed of the 3 principal stages in the order of the study. The first stage is purely numerical with the development of an inversion method of the velocity field around a borehole. The second stage was to manufacture a test bed, choose the necessary instrumentation and test the inversion method. The last, but not least stage was to design and manufacture a probe tool and apply it in the site.

**MEASUREMENT METHOD PRINCIPLE**

The disturbed velocity field around a borehole has a mainly radial gradient. The lowest velocity is generally close to the wall and increases progressively with depth (Figure 1). A stress wave emitted and received from the surface of the borehole will tend to probe the zones of the rock with the highest velocities, thereby respecting Fermat’s principle. Then with just a pair of emitter and receiver sensors whose relative distance extends linearly, it is thereby possible to probe the rock deeper and deeper. Once radial coverage is achieved, a slight rotation of the probe around the borehole axis and moving it along the borehole, the whole volume of the surrounding rock can be monitored, providing reconstructed 3D information on the P-wave propagation velocities.
INVERSION METHOD

The inversion process of ultrasonic data to velocity field images is based on a linearized iterative reconstruction technique significantly dependant on its initial solution. Although rule-of-thumb considerations are commonly used and tested to fix this initial solution, a different refined approach was undertaken by the authors.

It is based first on numerical work on the calculated stress field surrounding a circular shaped excavation taking the calibrated complex rheology of the argillites into account (Souley, 2003) and, secondly, on empirical relationships established between stresses and velocities of ultrasonic waves from tests run on rock samples in laboratory conditions (Pettitt, 2005). It appeared worthwhile to obtain a first approximate order of the initial solution by changing the stress field by the corresponding P-wave velocity field around the circular borehole.

More precisely, the velocity field modelled (Figure 2d) is based on empirical relations (Renaud, 2006) linked to the deviatoric stress (Figure 2b), the minor stress (Figure 2c), and the level of damage of the rock: elastic, damaged or fractured (Figure 2a). This calculated velocity field model is assumed to be close to that expected in situ. However, it should be noted that the empirical relationship between velocity and stress variations is based on very little experimental data and under load conditions not exactly representative of the stress state expected around the excavation.

The second step of the inversion method consisted in defining, as accurately as possible, the geometry of the rays’ path in the planes along the directions of the major and minor horizontal stresses. To do this, modifications were made to improve a ray tracing algorithm originally developed for analysing earthquakes (Um and Thurber, 1987). Offset coefficients are optimised so that each of the rays probes the zones of the velocity field that minimise the travel time. This method has proved to be effective in most cases, except when the velocity gradient is too high locally (>100 m/s per mm). It is therefore necessary to check the validity of the method for high velocity gradients including a safety margin (>50 m/s per mm).

The inverse problem defined by the velocity field and ray path can be solved by a tomographic inversion, also known as global matrix inversion. Several other inversion methods were explored with different devices and different ray coverage. A Monte-Carlo method and another method based on a step-by-step reconstruction have demonstrated good precision (Renaud, 2006). However, the global matrix inversion proved to be the fastest method with a sufficient resolution close to the uncertainties of P-wave picking and the sensors’ position. The quality of the inversion depends mainly on the quality of the experimental data. It is also possible to improve the overall result by optimising the damping coefficient (Bois et al, 1971). In our case, this involves minimising the variance on the travel times at the same time as the variance on the slowness residuals. The coefficient is optimal when it reaches the knee point of the curve of the variance of path time residuals as a function of the variance of slowness residuals. All of these new developments, as well as the principal ultrasonic tomography functionalities, have been developed in the TOMSIS© software.
NUMERICAL VALIDATION

The inversion method previously described was tested for the two profiles from velocity modelling around the borehole. These two sets of synthetic data also made it possible to test the two possible ultrasonic configurations from the wall of a borehole with configurations 1 and 2 (Figure 3) with rays centred respectively along a single median and all of the possible rays according to a constant displacement of the sensors.

The inversion grid for 0.08 m in depth is radially composed of a cell every 3 mm with 50 different sensor positions. There are therefore 25 rays in configuration 1 and 1225 in configuration 2. The travel times are calculated according to the optimised rays’ paths (Um and Thumber, 1987 algorithm improved by Renaud, 2006) in the two velocity fields (major and minor stress) and with the two configurations. To these travel times is added a random noise of 0.5 μs corresponding to the approximate error on the picking of the first arrivals.

The data collected is then inversed following an initial velocity field with constant gradient. After the first inversion, the rays are replotted along the calculated velocity field. The optimal damping coefficient is recalculated for the second inversion. At the end of the third inversion, the variance of the residuals no longer changes significantly. Further inversions do not significantly improve the results. These results are shown in Figure 3, where the velocity difference between the initial velocity field and the inversed velocity field does not exceed 120 m/s except for the zone of the highest gradient on the profile in the direction of the minor stress. This confirms the limits of the method related to the amplitude of the velocity gradients. The variations of the velocities as a function of the initial stress orientation and the depth are clearly highlighted, and validate the overall method. Several factors, such as the number of symmetrical rays or the initial velocity field, could improve the inversion results.

Configuration 2, which has a much higher density of rays than configuration 1, does not significantly improve the resolution of the velocity profile, mainly because the velocity does not vary longitudinally to the borehole. The additional difficulty of implementation is then not justified here. It could be interesting to use configuration 2 to detect longitudinal heterogeneities as strong sources of errors. The method is therefore focused on configuration 1 because configuration 2 is much more technically complex to carry out and the argillites are quite homogeneous in the probed rock volume.

PHYSICAL MODEL

The synthetic study presented above shows the acceptable resolution and stability of the inversion of travel times collected to image the velocity field and the EDZ. To refine the validation and testing of the described approach, a physical model was built up to experiment data acquisition and processing as close as possible to the expected field conditions.
**DESIGN**

In order to reconstruct a medium with the velocity profile around the borehole, a precision of about a few m/s on the P-wave velocity is necessary. To do this, the physical model was manufactured based on a mixture of cement and clay (kaolinite) so as to have a final material with mechanical characteristics quite similar to those of argillites. The cement grants the mixture high mechanical strength and low attenuation, whereas the kaolinite fraction introduces a gradual reduction of both the mechanical strength and the P-wave velocity while increasing the attenuation. Nevertheless, acoustic measurements carried out on a variable mixture of kaolinite and cement show that the P-wave velocity of cement is greater than that expected in the target rocks around 5200 m/s for 3500 m/s in argillites, introducing an important P-wave component (Figure 4). In any case, only the relative variations of the P-waves’ velocity between the layers estimated during the modelling were therefore respected. In practice, this meant shifting the velocities of the numerical model while at the same time remaining positioned in a range of velocities appropriate for the cement/kaolinite mixture.

The multilayer test bed was ultimately made up of 17 layers from 3 to 110 mm thick, representing a total thickness of 203 mm (Figure 5). The number and thinness of the layers were directly proportional to the velocity changes. The thinner layers are close to the surface, where the velocity gradient is steeper.

**LABORATORY MEASUREMENTS**

The measurements were therefore taken from the surface of the test bed corresponding to the final layer poured on, with the lowest velocity. The measurement device was composed of 2 remote sensors, with a distance (±0.1 mm). The first sensor fixed to the test bed acted as an emitter with a pulsed signal centred on a frequency of 65 kHz, while the second sensor was displaced on the test bed with a pitch of 1 to 2 mm (Figure 5). The emitter and the receiver sensors were connected via an amplifier to an ultrasonic acquisition unit with a sampling frequency of 10 MHz.
The analysis of the propagation of the waves in the test bed was possible up to an inter-sensor distance of 0.365 m. Beyond this value, the wave attenuation was too high: it led to a signal to noise ratio (<3) that did not enable a manual travel time picking to be made or cross-correlation of the signals between each other. The apparent velocity measured on the profile (Figure 6: P-wave apparent velocity curve as a function of the inter-sensor distances for the multilayer test bed. Figure 6) varied from 3350 m/s for a distance between the two sensors of 0.03 m to 4900 m/s for a maximum inter-sensor distance of 0.365 m. The increase in the apparent velocity was globally monotonous with an asymptotic evolution for the longest rays (>500 m/s). The inversion of this data set was therefore possible according to a bending ray and global tomography approach. The velocity model for the inversion of the profile is composed of 19 layers of 0.003 m each, which form a grid 0.057 m deep. The thickness of this model chosen for the inversion corresponds to the maximum investigation depth determined by a sensitive study. The optimum number of layers constituting the model was set in relation to the number of rays. It is necessary for each cell to be crossed by a sufficient number of rays with sufficient azimuthal coverage so that the velocity affected is properly constrained. From a numerical point of view, the inversion matrix becomes a sparse matrix, and therefore more difficult to inverse with a slower convergence. Beyond 19 layers, the resolution of the final velocity field was no longer enhanced.

The results of the inversion are shown in Figure 7 where the “apparent” velocity is plotted as a function of the depth. The investigation depth of the experimental data corresponds to the maximum depth of the tomographic grid (red curve and triangles). The distances corresponding to the intermediate cells are estimated by simple linear interpolation. The investigation depths are not realistic at that stage, but they are of the same order of magnitude as those of the inversion making it possible to visualise the profile of inversed velocities (green curves and diamonds) at the same time as that of the apparent velocities measured on the test bed. On the same graph, the actual velocity profile of the test bed is shown (black curve and crosses). The inversed velocity profile stops a little before 0.04 m, which corresponds to the depth of the ray that explores the deepest layer. The inversed velocity profile is distinguished from the test bed profile by two main aspects: the velocity is lower by 600 m/s in the zone near the surface (<7.5 mm), and the velocity of the inversed profile is higher by 200 m/s between 7.5 mm and 34 mm, even though the shape of the two curves is very similar in this zone.
The asymptotic and homogeneous shape of the apparent velocity variation profile as a function of the distance between the sensors shows that the test bed (Figure 6) constitutes a simulation representative of the expected velocity field around a borehole. The profile does not show rectilinear zones that are typical of refracted waves. This shows that the number of layers and the velocity variations between the layers are sufficient to sample the evolution of the velocity gradient. The first wave recorded may therefore reasonably be considered a pressure wave always transmitted in velocity fields with vertical and positive gradient. The test bed was therefore able to fulfil its first objective of setting and validating the inversion method for the apparent velocities. However, the results of the inversion differ with the initial velocity model expected in the test bed, particularly with velocities that were much lower than expected close to the test bed surface (-16% or -700 m/s). This difference stabilised around 200 m/s deeper than 0.01 m. The residual travel times of the tomographic inversion that lead to several tens of metres per second at most on the velocities cannot explain these differences. These velocity differences are therefore related to the manufacture of the test bed. Two explanations may be put forward:

1) During the drying of the cement/kaolinite mixtures, the thinnest layers (3 mm) and those with the highest kaolinite contents showed visible cracks on their surfaces in contact with air. These cracks could explain the much lower velocities than expected in the superficial layers. This phenomenon is more important for the thinnest layers and would explain why it diminishes with depth, where the thickness of the layers increases.

2) To explain the velocity difference on the rest of the profiles (beyond 7.5 mm depth), one may invoke the effect of a transverse anisotropy induced by the tabular and multilayer structure of the test bed. Anisotropy is notable with this type of structure, in sedimentary rocks, particularly argillites in eastern France. If the velocity difference is entirely due to a transverse anisotropy and considering the base velocity as the theoretical and measured profile plateaus (respectively 5100 and 5300 m/s), then the anisotropy factor that could explain this difference would be around 4%, in agreement with the level of anisotropy that can be found in this type of material (Darot and Reuschlé, 2000). The anisotropy effect is probably added to that of cracks for the superficial layers, which would reduce the drop in velocity due to the fissuring to 500 m/s.

The error of 4 to 16% between the experimental data and the p model does not enable the developed inversion method to be completely validated. To do this, it would be necessary to quantify the impact of the surface fissuring, which is quite difficult given the thickness of the layers and the transverse anisotropy created by the layers. We did, however, continue this approach on-site, keeping this possible error in mind.
ULTRASONIC PROBE

DESIGN

The results from the velocity field simulation (Renaud, 2006) and the physical model experiment were used directly to qualify the feasibility of an application of the method. In particular, those results helped to determine the ratio between the investigation depth and the distance separating the two sensors. This defined the sufficient precision in terms of travel time and location of the sensors on this basis. An ultrasonic probe was specifically developed for in situ ultrasonic velocity measurements (Figure 8). It is made up of 3 principal elements. The first (A) is fixed and comprises amplification components. A device for rotating a second element of the probe (B) is also located at this point. This part itself is equipped with a device for the translation of a module of two ultrasonic sensors (C). This third part has a pneumatic system applying a mechanical coupling of the sensors against the wall of the borehole, thereby allowing the probe to be used in dry boreholes. The ultrasonic sensors operate on a frequency band from 50 to 200 kHz. Data acquisition is entirely automated, resulting in a high precision in the positioning of the sensors both in rotation and in translation with ± 0.5° and ± 0.2 mm, respectively. The distance between the sensors can vary between 2 and 600 mm.

This ultrasonic probe and the associated auscultation method were used in a vertical borehole drilled for survey purposes in one of the galleries of the Meuse-Haute/Marne URL (Figure 9). This gallery is oriented in the direction of the minor horizontal stress (N65). The vertical stress at this depth was estimated at 12.7 MPa (12.4 MPa in the direction of the minor horizontal stress). The anisotropy is 1.3 between the minor horizontal stress and the major horizontal stress (Delay et al., 2007). The measurement device was placed 5.10 m below the gallery level, where the influence of the gallery was sufficiently low. The homogeneous facies at this depth (-495.1 m) corresponds to more or less silty argillites with a Young’s modulus of about 4 GPa and a uniaxial compressive strength of nearly 12 MPa. The experimental measurement plane was composed of 10,728 measurement points over the full horizon (360°) with a measurement pitch of 5° and between 37 mm and 337 mm for the inter-sensor distance with a pitch of 2 mm.

Initially according to straight rays with an apparent velocity, the results will be now corrected following the inversion of arrival times to go up at a “realistic” velocity following the bedded rays. The non-corrected results of the different measurements on the multilayer test bed and in the borehole are given in the form of apparent velocity curves as a function of the inter-sensor distance. The first arrival of the incident wave corresponds to that of the P-wave. The first picking is carried out manually on the waveform in which the signal to noise ratio is the highest. The other waveforms are then compared to this reference signal by cross-correlation by threshold overrun. The set of data was then inversed by ultrasonic tomography according to the method described above.
**Borehole Measurements**

An acquisition methodology similar to that of the physical model was applied with the ultrasonic probe in the borehole. In the case of the test bed, it involved only one plane perpendicular to the layers. For the borehole, it involved several radial planes passing through the axis of the borehole. The problem can be considered as similar due to a velocity gradient expected with a single radial component, which varies with the depth and the azimuth. To cover the horizon of the borehole as well as possible, 72 measurement semi planes were arranged with a 5° step (Figure 10). In each semi plane, 150 P-wave propagation time measurements were carried out. Another part of the data was ruled out, due to the overly low signal to noise ratio, which did not make it possible to pick the first arrival particularly for the complete N195° profile and as well as the part of data with significant propagation lengths. Finally, out of the 10,728 measurements, 8,390 measurements were retained for the analysis, i.e. nearly 78%.

All of the raw data are presented in Figure 11 and Figure 12. Each grey cross gives the “apparent” velocity calculated on the straight ray corresponding to one measurement configuration. The points of measurements are present according to the inter-sensor distance. The four profiles corresponding to the principal directions of the stresses are presented differently (blue rhombuses and red triangles in the direction of the horizontal minor stress, pink square and black circle in the direction of the major horizontal stress). In Figure 12, the points of measurements are presented according to the horizon.

The “uncorrected curves” show that the “apparent” velocity (Figure 11 and Figure 12) is minimal with 1630 m/s for an inter-sensor distance of 0.041 m and an orientation N60°. Its maximum is 2705 m/s for a distance of 0.313 m and 340°. The evolution of the velocities for different orientations was greater (400 m/s) for the shortest inter-sensor distances (0.037 m) than at the end of the profiles (200 m/s) when the inter-sensor distance was highest (0.337 cm). The profiles showed an asymptotic increase of the same type as those of the numerical and physical models with, however, a break of slope for inter-sensor distances around 0.013 m for profiles oriented north-east. Velocity variations as a function of the angle of the measurement plane were more significant with the shortest inter-sensor distances than with the farthest away sensors. In Figure 12, for example, the velocity curve with a spacing between the sensors of 0.037 m showed velocity variations around the horizon of more than 300 m/s, whereas the curve with 0.237 m shows variations of around 100 m/s. For the shortest inter-sensor distances, the variations were abrupt and connected the two “velocity plateaus” by less than 20°; only several measurement points made the transition between these azimuthal spaces that form the plateaus where the velocity varies little. These azimuthal velocity profiles showed a very pronounced symmetry of revolution for all inter-sensor distances. In Figure 11, the profiles N65° and N245° corresponding to the direction of the minor horizontal stress are relatively well superimposed; the same holds true for the profiles oriented N155° and N335°, which correspond to the direction of the major horizontal stress. The apparent velocity difference between these two groups of profiles is significant when the sensors are very close, and then decreases rapidly when the sensors are farther apart.
All of these profiles may be represented on a velocity map of the investigated section (Figure 13). This figure presents the interpolating image of all “apparent” velocities (also presented in Figure 11 and Figure 12) function of the azimuth and the geometrical radial distances of the measurements. This image assumes that the velocity variations are mainly radial and azimuthal and that they are negligible in the axis of the borehole, over the maximum distance separating the two sensors. Acoustic logs carried out in this zone (Vinsot et al., 2004) have shown that the velocity has a very low vertical variability of about 100 m/s per m. The variation between the two extreme distances is therefore close to 30 m/s, which may be disregarded with respect to the measured radial variations.

Moreover, due to the anisotropy, the “true” velocity (unlike the “apparent” velocity) measured along the ray path results from the combination of velocities in the different directions that the ray takes, radial near the sensors and longitudinal midway. It is therefore assumed that this combination has little influence on the final measurement. The relatively low anisotropic velocity of argillites, naturally 10%, decreasing with damage (Pettitt et al., 2005), and the shape of the rays (Figure 14) gives a weak anisotropic effect on the travel times. This effect has therefore not yet been taken into account in this study.

In Figure 13, the localisation of the measurement points is fixed arbitrarily regarding the depth of the inversion grid while maintaining the same proportions between the different pairs of sensors, in the same way as for the apparent velocity profile on the test bed (Figure 6). In other words, the depth given in this graph is only dependent on the distance between the pair of sensors. This representation clearly shows symmetry of revolution for the apparent velocities. It also appears that the velocity profiles are more heterogeneous in the directions close to the minor horizontal stress than in the direction of the major horizontal stress, probably caused by the stronger damage in this direction.

The previous numerical grid for 0.057 m in depth composed of 19 layers is therefore still valid. The investigation depth reached by the rays was, however, variable as a function of the orientation of the planes due to the fact that the calculated velocity field differs significantly between the various planes but always in the domain of 0.057 m. Figure 13 shows the profiles of apparent velocities in all the monitored directions and in the directions of the minor and major horizontal stresses, as well as the four corresponding inversed profiles. For these profiles, the investigation depth was similar, corresponding to the depth of the centre of the last tomographic cell crossed by the rays (Figure 14). Since the velocity gradient is positive (with increasing depth), these rays are logically those that have the greatest inter-sensor distances.
The inversed velocities varied from 1642 m/s at 0.0015 m from the wall for an orientation of N65° to 3029 m/s at 0.0255 m from the wall for an orientation of N155° (Figure 15). As for the apparent velocities, the scattering of the inversed velocities was greater inside the immediate wallside (>400 m/s) and was reduced in greater depth (<200 m/s). This scattering was, however, greater than that of the apparent velocity profiles. The shape of the curves showed a more complex variation of the velocity gradients with moderate gradient near the wall, to the steepest just after 0.01 m depth, then less and less until becoming negative in the zone furthest from the wall. This inversion occurred more or less soon depending on the profile. The four profiles taken in the directions of the principal horizontal stresses confirm the symmetry already observed in the apparent velocity profiles. In fact, profiles of the same orientation do not show any significant difference except for the two profiles N155 and N335, where the velocity difference reached nearly 80 m/s at a depth of 0.045 m. Between the profiles with different principal stress directions, the difference in velocity was maximal (from 440 to 520 m/s as a function of the profiles chosen) near the wall, becoming negligible at 0.0105 m where the curves become tangential. Beyond this, the difference again increased, reaching a maximum of 190 m/s at 0.0195 m in depth, then diminished slightly at the end of the profile. As well as the profiles of the measured apparent velocity, the inversed velocity profiles are interpolated between them to constitute a 2D cross section map of the velocity field of the section of the studied borehole (Figure 16), this time with realistic velocities and depths. This image shows a crown of low velocity (<2500 m/s) of about 0.02 m thickness all around the borehole, with a zone of very low velocity (<2000 m/s) of about 0.01 m in depth localised at the wall in a first zone between N10° and N95°, and in the opposite side between N200° and N295°. In these same angular zones, the isovalue line 2500 m/s was also more perturbed than elsewhere. With increasing depth, the velocity was globally less than the value in the other complementary angular zones.
DISCUSSION

Borehole measurements showed the same type of profiles for the physical model. The natural variations in the P-wave velocity at this depth (~495.1 m) are about 100 m/s per m over the full height (0.337 m) of the ultrasonic device (Vinsot, A. et al, 2004). The maximum investigation depth is close to 0.05 m for the maximum inter-sensor distance. The anisotropy of the P-wave velocity in the medium is transversal and does not exceed 10% (Balland et al, 2009). The influence of the anisotropy on the rays will therefore be 1.5% at most. Before excavation of the borehole, and given the expected perturbations, the medium may be considered acoustically homogeneous in the monitored volume and isotropic in the axis of the device. The majority of the velocity variations measured therefore results from the perturbations induced during the excavation of the borehole. The variation in velocity as a function of the investigation depth reaches a maximum of 60% to 70%, respectively, for the apparent velocity and the inversed velocity. In other words, there is an increase from 60% to 70% between velocity at the wall and the deepest point observed by the device. This variation is only 30% to 35% in the direction of the major horizontal stress. These velocity variations correspond to: (1) the variation of the effective stress field and the elastic characteristics of rocks in general (Nur and Simmons, 1969), and in particular for argillites as reported by Pettitt et al, (2005; (2) a coalescence of microcracks induced by the deviatoric stresses (Lockner, et al, 1977, Hudson, 1981, Schubnel et al, 2003). These phenomena are also accompanied by perturbations of the saturation and the porosity of the rock in the near field (Murphy, 1982, Krief, et al, 1990) as well as less significant phenomena. At this stage of development of the method, the measurement of only the P-wave velocity does not enable us to separate the exact contribution of these different phenomena in the perturbations of the propagation of the waves.
The P-wave velocity, which decreases less in the direction of the major principal stress than in the direction of the minor stress, is close to what has been observed in the laboratory on sandstone specimens taken from a borehole (Winckler and D’Angelo., 1996) where the P-wave increases in the direction of the major principal stress and decreases in the direction of the minor stress. The difference of the tendency in the major principal stress for the sandstones and argillites comes from the mechanical behaviour difference. The sandstone’s mechanical behaviour is quite elastic with anisotropic damaging initiated close to the break point. Quite the reverse, the argillites’ damaging occurs sooner, just after a short elastic phase, and is quasi isotropic. Indeed, the sandstones’ loading could generate some local velocity increases, unlike the argillites which quickly sustain plastic strain, damaging and velocity decrease. The other notable difference is that the velocity variation is much more abrupt in argillites, particularly for the rays closest to the borehole wall. As has been seen previously in Figure 11, Figure 12, and Figure 13, the evolution of the velocity is quasi-discontinuous, which is contrary to the progressive variations of the stress field around a cylindrical excavation. This again can be explained by the high damaging or fracturing observable in argillites. The fracturing of the rock at the surface of the wall forms the well-known “breakouts” already observed in different underground laboratories (Martin et al, 1997, Thury et al, 1999). This phenomenon may also be correlated with the visual observation of the experimental borehole (Figure 17). Traces of core drill on the wall showed an out-of-roundness from 3 to 4 metres deep and a damaged wall state in the direction of the gallery (direction of the minor horizontal stress). The out-of-roundness and the “breakout” only appear at a certain depth, which may be explained by the influence of the gallery on the stress field. Near the gallery, the stresses applied on the borehole wall and the stress anisotropy are minimised.

The borehole measurements also show that the asymmetry of the velocity variations diminishes with the monitoring depth (Figure 16). The velocity field goes progressively to the homogeneous and natural velocity in the rock. At the same time, and still with depth, the velocity transition between the velocity zone in the direction of the minor stress and that in the direction of the major horizontal stress becomes less and less abrupt. The velocities measured at this depth correspond to the higher inter-sensor distances. Moreover, the measured velocities integrate a greater rock thickness. It is certainly for these reasons as well that the azimuthal variations in the velocity measured in the other experiments are less abrupt.
It is also interesting to compare the image of the inversed velocity field with the results of the numerical model around the borehole proposed by Renaud in 2006 (Figure 2). Firstly, the amplitude of the velocity variations is minimised in the model with variations from 2200 to 3200 m/s and 1700 to 3000 m/s for the image of the inversed velocity field. In the direction of the major stress, the minimum velocity is now only 2200 m/s (Figure 15 and Figure 16), that is to say, the same order of magnitude as the numerical model. This difference could be explained by the size of the grid cells in the model, which cannot change the phenomena detail at the immediate wall. Except for the zone very close to the wall, the zone of very high velocity gradient (from 2200 to 2900 m/s for the numerical model and from 1700 to 2900 m/s for the experimental results) coincides relatively well with a thickness of about 0.015 m (0.35 times the radius of the borehole). The numerical model results show that the shape of the velocity field resembles the field of the minor horizontal stress (which may be correlated with the hydrostatic field) rather than the distribution of the deviatoric stress or the damage. In those places where the confinement is considerable, the microcracks, able to develop, remain closed and do not influence the P-wave velocity significantly. However, in the unconfined zones, the damage, or even failure leads to a significant reduction of the velocity. The lowest velocity zones (<2000 m/s) in the experimental velocity field correspond in terms of amplitude and extend to the lowest numerical velocities (<2400 m/s) and the fractured zone of the numerical model.

Finally, the characterization of the velocity field is efficient to characterize the EDZ of the borehole as a complement to numerical modelling. However, the method has not yet been used to estimate the EDZ of a gallery. In this next stage, it will act for a large gallery, to take measurements at several drillings with the same orientation and in each facies crossed by the gallery. In theory, some is the law of behaviour (elastic or elastoplastic), the ratio between the radius of the excavation and the radius of damage is constant. It is then possible to extrapolate the amplitude and the extension of the borehole EDZ to that of the gallery itself. This extrapolation nevertheless requires few conditions: (1) the characteristics of the rock mechanics must be homogeneous on the entirety of the volume disturbed by the gallery on a survey scale like that of the gallery, (2) the constituent elements of the rock (grains, matrix, interface) must have a size smaller than the resolution of the ultrasonic method. Even if the argillites of the callovo-oxfordien are weakly heterogeneous, these two conditions are never totally reached. It is thus necessary for the states of stress at the wall of the gallery and the boreholes to be in the same behavioural field. Extrapolation would be impossible for a borehole wall under the damage threshold and a gallery wall over the damage threshold. It would ideally be necessary to apply the characterization method for various borehole radiuses and thus to check the linearity of the function between the borehole radius and the damage radius on the scales of the study field.
CONCLUSIONS

The aim of this study was to see whether it is possible, for EDZ characterisation, to quantify the velocity field around an in situ borehole. An ultrasonic method based on the reconstruction of tomographic images and an automated ultrasonic probe was developed. The probe was designed for the acquisition of velocity data at depth based on the distance between a pair of sensors and the circumference of the borehole through a rotation of the device. The automation of the tool assured both high precision in the localisation of the measurements and a high number of samples that are taken into account during reconstruction of the image of the velocity field. This method was applied to a multilayer test bed performed to validate the method and to dimension the probe used for the first time in the ANDRA URL at −490 m. The results show that the method is capable of reconstituting a velocity field both in terms of amplitude and localisation. The velocity amplitude was not, however, faithfully evaluated by the method, particularly for the test bed, unlike the velocity field contours, which are in good agreement with the velocity field obtained by both numerical modelling and laboratory tests. The anisotropy of the stresses and the extension of the EDZ could thus be finely characterised. This method could therefore contribute to inferring the orientation of the principal stresses and the extension of the different perturbations of the rock properties in the immediate vicinity of the borehole.

The method can be applied to complete imaging around a borehole by displacing the measurement device along the borehole. However, the significant number of measurement points chosen for this study imposes an overly long measurement time. Moreover, the method does yet not take into account the velocity anisotropy of the rock medium. In the case of measurements with a direction anywhere in space, it would be necessary to measure and correct the influence of the anisotropy, to be able to compare each measurement plane and to obtain the overall velocity field of the rock mass. In the case of a more heterogeneous medium, it would be interesting to inverse a single matrix comprising all of the tomographic panels to best assess the longitudinal variations of the velocity field.

The approach of correlating the P-wave velocity considering the evolution of the rock properties shows the interest of the approach, in particular for a relatively homogeneous rock medium. However, the method is only based on one wave propagation parameter. The calculation of equivalent dynamic modules together with the measurement of S-waves would enable a better comparison of experimental data with the numerical models, with a view to better model calibration. This method could also contribute to predicting the damage around the excavations based on the velocity field both in boreholes with different directions and in the different rock.

This method can also be directly applied when the objective is to know the damage of a borehole such as, for example, within the framework of forthcoming thermal experimentation in the URL. It is necessary in this case to know the EDZ of borehole in order to take it into account in measurements of the thermal diffusion process. This method could also be used in the probing and the security of drillings for access to gas stores (hydrocarbons or CO2).
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<th>1. Amplification Control</th>
<th>9. Pneumatic claws</th>
</tr>
</thead>
<tbody>
<tr>
<td>B. Mobile Rotation part</td>
<td>2. Magnetometer</td>
<td>10. Ultrasonic transmitter</td>
</tr>
<tr>
<td>C. Mobile Translation part</td>
<td>3. Motors</td>
<td>11. Ultrasonic receiver</td>
</tr>
<tr>
<td></td>
<td>4. Reduction gears</td>
<td>12. Chocks</td>
</tr>
<tr>
<td></td>
<td>5. Encoders</td>
<td>13. Freewheeling probe head</td>
</tr>
<tr>
<td></td>
<td>7. Worm screw (left hand thread)</td>
<td>15. Probe body</td>
</tr>
<tr>
<td></td>
<td>8. Worm screw (right hand thread)</td>
<td>16. Power supply and transfer cables</td>
</tr>
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