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Abstract:

Since already a few decades, researchers developed tools to predict chemical reactions in the 
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context of the chemical industry. Numerical tools are now available to predict final chemical 

equilibriums using the principle of minimizing the Gibbs free energy of the reactions. In this paper, 

after recalling some basis on thermochemical equilibria, a brief review of the most renown 

techniques available to find the minimum of the Gibbs energy is presented. From this, limitations 

are discussed. Mathematically, the equations are always strongly non-linear, and the standard step 

by step resolution techniques may fail to find the global minimum. When non-mixed phases are 

present (solids, for instance), the calculations often fail. An example is given with biphenyl-CO2 

mixtures. Especially when many phases are postulated. An alternative resolution method is 

proposed based on a Monte Carlo method which does not require nor a linearization of the Gibbs 

equation neither a step by step resolution. The method can solve any multi-phase and any multi-

reactant equilibrium but is much more computer resource demanding than the traditional methods. 

It was implemented in a home-made code (CIRCE) briefly described in Appendix A.

Keywords

Global optimization, Gibbs free energy minimization, Monte-Carlo method, thermodynamic 

equilibrium calculations.

1. Introduction

In many industrial fields, the spreading of robust and low-cost computer resources is massively 

used to foster innovation across many technical fields (Council, 1999). It is true also for the 

chemical industry where numerical tools and models are used to predict phase 

equilibrium,(Oliveira et al., 2011) solubility (Cañas-Marin et al., 2006), even some complex 

catalytic reactions (Masel, 2001). A somewhat recent branch is molecular modeling which, based 

on an improved understanding of microscopic and molecular behaviors, could help in designing 

new molecule and predicting some of their properties via an ab-initio approach (Edgar, 1999; 
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Fermeglia et al., 2003; Gurkan et al., 2010).

In this work, a new numerical method for chemical engineering is proposed aiming at predicting 

the chemical equilibrium in a multiphase reactive mixture. The idea is surely not new but being 

able to predict a “chemical equilibrium in a multiphase reactive mixture” remains a challenge even 

for very powerful techniques such as the RAND method implemented in ASPEN for instance 

(Ong'Iro et al., 1995). In this context, very practical applications remain challenging to model such 

as pyro-gasification, heterogeneous catalysis… In this work, the difficulties are discussed, and a 

new solution is proposed. 

Classically two methods are used to calculate the thermodynamic equilibrium. The “law of mass 

action” can be implemented according to which the concentrations of the reactants and products 

are related via a constant, provided the stoichiometric coefficients of the reaction are known. 

Several reactions can be chained. The method is reasonable, appealing and, at least conceptually, 

simple. But it is very dependent on the chosen chemical reactions and the values of the equilibrium 

constants (Paz-García et al., 2013; Reynolds, 1986; Zainal et al., 2001). Besides, it is not suited to 

very complex problems where the details of the chemistry are not known. The second method 

involves the well-established concept formulated by Gibbs (Kattner, 1997) according to which the 

“Gibbs free energy” (free enthalpy) of the reactive system reaches a minimum at the 

thermodynamic equilibrium. There is no need to know the process of the chemical reactions, only 

the energy and molecular composition of the reactants and the chemicals likely to be present in the 

final products. 

In the following, the theoretical grounds about this second method are first recalled. Then some 

existing methods employed to solve the problem are discussed. Lastly, an alternative approach is 

described.
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1.1. General Formulation

The following derivation can be found in textbooks, and only key aspects are briefly recalled 

here. It is assumed that a chemical equilibrium establishes between nSp molecules (each is indexed 

“i”) composed of nEl atoms (each indexed “j”). If aij is the number of atom j in the molecule i 

(available in ni moles in the mixture), then the conservation of mass reads (bj is the total number 

of atoms j in the reactants): 

                                                                      (1)𝜑𝑗 = ∑𝑛𝑆𝑝
𝑖 = 1𝑎𝑖𝑗 × 𝑛𝑖 ― 𝑏𝑗 = 0    𝑓𝑜𝑟 1 < 𝑗 < 𝑛𝐸𝑙

In general, the chemical potential μi of molecule i in a mixture is μi (P, T) = μio(T)+R×T×lnai 

where μio(T) is the standard Gibbs energy of formation of the species and ai stands for its “activity” 

in the mixture. Often ai is expressed as a function of the molar fraction xi. For liquid solutions, 

ai=γi×xi where γi is the coefficient of activity of the species i in the mixture and for real gases 𝑎𝑖 =

, Φi, being a ratio of fugacity coefficients and P the absolute pressure of the mixture. 𝜙𝑖 × (𝑥𝑖 × 𝑃)

Those coefficients (γi and Φi) represent the intermolecular interactions with favor or limit the 

mobility of the species as compared to an ideal mixture where the intermolecular forces are zero. 

Note that for solids, it is often assumed that the chemical potential depends mostly on the 

temperature and not on the other compounds (no “intermolecular effects” and no “mixing” effects). 

At constant temperature and pressure, the chemical equilibrium is reached when the Gibbs energy 

of the mixture is minimum. The Gibbs energy of the mixture is most often expressed as the sum 

of the contributions of the standard Gibbs energies of formation of each species G0, of the mixing 

of the species Gmix (increases the entropy) and of the non-ideality GE (“excess Gibbs energy”): 

                                                  (2)𝐺0 = ∑𝑁𝑆
𝑖 = 1𝑛𝑖 × 𝜇𝑖0(𝑇) + ∑𝑁𝐿

𝑖 = 1𝑛𝑖 × 𝜇𝑖0(𝑇) + ∑𝑁𝐺
𝑖 = 1𝑛𝑖 × 𝜇𝑖0(𝑇)

                                     (3)𝐺𝑚𝑖𝑥 = ∑𝑁𝐿
𝑖 = 1𝑛𝑖 × 𝑅 × 𝑇 × 𝑙𝑛( 𝑛𝑖

∑𝑁𝐿
𝑖 𝑛𝑖

) + ∑𝑁𝐺
𝑖 = 1𝑛𝑖 × 𝑅 × 𝑇 × 𝑙𝑛( 𝑛𝑖

∑𝑁𝐺
𝑖 𝑛𝑖

× 𝑃)



5

                                                          𝐺𝐸 = ∑𝑁𝐿
𝑖 = 1𝑛𝑖 × 𝑅 × 𝑇 × 𝑙𝑛(𝛾𝑖) + ∑𝑁𝐺

𝑖 = 1𝑛𝑖 × 𝑅 × 𝑇 × 𝑙𝑛(Φ𝑖)

(4)

                                                                                                              (5)𝐺 = 𝐺0 + 𝐺𝑚𝑖𝑥 + 𝐺𝐸

Where NS, NL, and NG stand respectively for the number of species respectively in solid, liquid, 

and gaseous phase (nSp=NS+NL+NG). The objective is to minimize G while satisfying the 

conservation of the species. The conservation of the species and G0 expressions are linear functions 

of ni but GE is not, and Gmix is strongly nonlinear. Consider the case where ni is very small, but not 

exactly zero. Because of the logarithm, Gmix may vary in enormous proportions even for tiny 

variations of ni and convergence might rapidly become very difficult.

This mathematical problem is thus very stiff and several algorithms were proposed to solve it.

2. Existing Minimization Methods

2.1 The “Lagrange Multipliers” Method

Most of existing numerical methods were developed on the basis of the Lagrange Multipliers 

method. This mathematical technique is meant to minimize the Gibbs energy while satisfying the 

conservation laws. The most renown chemical equilibrium codes, CEA from NASA (Gordon and 

McBride, 1994) and ASPEN (Plus, 2009) for instance, use it.

The “Lagrange multipliers” method (Bertsekas, 2014) aims at minimizing a function f of n 

variables knowing that p constraints are applied to the variables. The constraints (1<j<p) are 

represented by:

                                                                                                                  (6)𝜑𝑗 = ∑𝛼𝑖𝑗 × 𝑥𝑖 ― 𝑏𝑗 = 0

The Lagrange function is defined as:

                                                                                     (7)𝐿𝑎 = 𝑓(𝑁1,𝑁2…𝑁𝑛) + ∑𝑝
𝑗 = 1𝜆𝑗 × 𝜑𝑗
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Where λj are the “Lagrange multipliers” which are calculated at the same time than the n variable 

of the problem. The minimum point satisfying the constraints is obtained as (1<i<n):

                                                                                      (8)
∂𝐿𝑎
∂𝑁𝑖

= 0⟺
∂𝑓
∂𝑁𝑖

― ∑𝑝
𝑗 = 1𝜆𝑗 ×

∂𝜑𝑗

∂𝑁𝑖
= 0

In the present context f=G, Ni=ni and the constraints are the conservation of the species. 

Equations (8) provide nSp relationship whereas nSp+nEl unknowns are looked for (ni and λj). The 

nEl conservation laws (1) need to be solved at the same time. However, the derivatives of G depend 

very significantly on ni (especially Gmix) so that the resolution can only be a very progressive, 

nonlinear, step-by-step approach. An additional difficulty is that the problem is fully implicit, the 

researched values ni being intricate into other variables like G. To solve the problem, some explicit 

formulation needs to be defined. The way of doing so makes differences between the various 

“Lagrangian methods”. 

2.1.1 Morley Method (GASEQ)

A technique proposed by Morley (Morley, 2005) (GASEQ software) is a sort of modified 

Newton-Raphson method in which a first order Taylor development of  as a function of ni ∂𝐿𝑎 ∂𝑛𝑖

is applied to approximate the next value of this function. Morley considered only ideal mixtures 

so that GE=0 containing only gases. Let F(ni) be the Lagrange function applied to the chemical 

equilibrium. Note that often G° is replaced by G°/R.T.

                                         (9)F(𝑛) = ∑𝑛𝑆𝑝
𝑖 = 1𝑛𝑖( µ0

𝑖

𝑅𝑇 + ln
𝑛𝑖

∑𝑛𝑖 + ln 𝑃) ― ∑𝑛𝐸𝑙
𝑗 = 1𝜆𝑗∑

𝑛𝑆𝑝
𝑖 = 1(𝑎𝑖𝑗𝑛𝑖 ― 𝑏𝑗)

The solutions correspond to the situations where F is a minimum for all i from 1 to nSp meaning 

that:

                            (10)
∂𝐹
∂𝑛𝑖

=
µ0

𝑖

𝑅𝑇 + ln
𝑛𝑖

∑𝑛𝑖
+ ln 𝑃 + 𝑛𝑖

∂ln 𝑛𝑖

∂𝑛𝑖
― ∑𝑛𝑆𝑝

𝑘 = 1𝑛𝑘
∂ln ∑𝑛𝑖

∂𝑛𝑖
― ∑𝑛𝐸𝑙

𝑗 = 1𝜆𝑗𝑎𝑖𝑗 = 0
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It can be verified that the terms  is zero so that:𝑛𝑖
∂ln 𝑛𝑖

∂𝑛𝑖
― ∑𝑛𝑆𝑝

𝑘 = 1𝑛𝑘
∂ln ∑𝑛𝑖

∂𝑛𝑖

                                                                           (11)
∂𝐹
∂𝑛𝑖

=
µ0

𝑖

𝑅𝑇 + ln
𝑛𝑖

∑𝑛𝑖
+ ln 𝑃 ― ∑𝑛𝐸𝑙

𝑗 = 1𝜆𝑗𝑎𝑖𝑗 = 0

Then a first order Taylor expansion of  is applied. In the following ni is the searched value ∂𝐹 ∂𝑛𝑖

of ni and Ni is the initial value.

                                                    (12)
∂𝐹
∂𝑛𝑖

≈ (∂𝐹
∂𝑥𝑖)𝑎𝑡 𝑛𝑖 = 𝑁𝑖

+ ∑𝑛𝑆𝑝
𝑘 = 1( ∂

∂𝑛𝑘(∂𝐹
∂𝑛𝑖))

𝑎𝑡 𝑛𝑖 = 𝑁𝑖

(𝑛𝑖 ― 𝑁𝑖)

Where:  

When                                           (13)
∂2𝐹

∂𝑛𝑘∂𝑛𝑖
= ―

1
∑𝑁𝑖

𝑖 ≠ 𝑘

 When =
1
𝑁𝑖

―
1

∑𝑁𝑖
𝑖 = 𝑘

Substituting into (12):

      
∂𝐹
∂𝑛𝑖

≈
µ0

𝑖

𝑅𝑇 + ln
𝑁𝑖

∑𝑁𝑖
+ ln 𝑃 ― ∑𝑛𝐸𝑙

𝑗 = 1𝜆𝑗𝑎𝑖𝑗 +
1
𝑁𝑖

(𝑛𝑖 ― 𝑁𝑖) ― ∑𝑛𝑆𝑝
𝑘 = 1

1
∑𝑁𝑘

(𝑛𝑖 ― 𝑁𝑖) = 0

                                                                                   (14)
∂𝐹
∂𝑛𝑖

≈
ℎ𝑖

𝑁𝑖
― ∑𝑛𝐸𝑙

𝑗 = 1𝜆𝑖𝑎𝑖𝑗 +
𝑛𝑖

𝑁𝑖
―

∑𝑛𝑖

∑𝑁𝑖
= 0

Where:

                                                                                                (15)ℎ𝑖 ≡ 𝑁𝑖( µ0
𝑖

𝑅𝑇 + ln
𝑁𝑖

∑𝑁𝑖
+ ln 𝑃)

Equation (14) provides nSp equations and (1) nEl equations whereas the number of unknowns 

are nSp and nEl (respectively ni and λj). The system is closed. However, equation (14) is a 

transcendent function of ni which may be difficult to solve. The technique is to note that if λj and 

 are chosen as unknowns then ni is obtained from equation (14):∑𝑛𝑖 ∑𝑁𝑖

                                                                                   (16)𝑛𝑖 = ― ℎ𝑖 + 𝑁𝑖 × (∑𝑛𝑖

∑𝑁𝑖
+ ∑

𝑗𝜆𝑗 × 𝑎𝑖𝑗)
Summing up equation (16) for all ni provides:



8

                                                                                            (17)∑𝑛𝑆𝑝
𝑖 = 1ℎ𝑖 = ∑𝑛𝐸𝑙

𝑗 = 1𝜆𝑗∑
𝑛𝑆𝑝
𝑖 = 1𝑁𝑖𝑎𝑖𝑗

Substituting (16) into (1) provides a set of nEl equations:

∑𝑛𝑆𝑝
𝑖 = 1( ― 𝑎𝑖𝑗ℎ𝑖) + ∑𝑎𝑖𝑗𝑥𝑗 +

∑𝑛𝑖

∑𝑁𝑖
∑𝑛𝑆𝑝

𝑖 = 1𝑁𝑖𝑎𝑖𝑗 + ∑𝑛𝐸𝑙
𝑗 = 1𝜆𝑗∑

𝑛𝑆𝑝
𝑖 = 1𝑎𝑖𝑗𝑎𝑖𝑗𝑁𝑖 ― 𝑏𝑗 = 0

for j= 1 to nEl                                                                                                (18)

Equations (17) and (18) have nEl+1 unknown:  and . When the latter are known, it is 𝜆𝑗
∑𝑛𝑖 ∑𝑁𝑖

sufficient to replace the obtained values in (16) to find all the value of ni. Since the equations (17) 

and (18) are linear functions of the unknown, equations (17) and (18) constitute a matrix (Figure 

1) involving a constant column vector (containing the chemical potentials and the total number of 

atoms) equated to the unknown column vector (containing λj and ) multiplied by a matrix ∑𝑛𝑖 ∑𝑁𝑖

(containing the coefficients calculated as a linear combination of the previously estimated number 

of moles and of the atomic composition of the products). The solution is obtained by inverting the 

matrix: 

17
18[

𝑛𝑆𝑝

∑
𝑖

𝑁𝑖 × 𝑎𝑖𝑗 0

𝑛𝑆𝑝

∑
𝑖 = 1

𝑎𝑖,𝑗𝑎𝑖,  𝑗 × 𝑁𝑖 ∑
𝑖 = 1

𝑁𝑖 × 𝑎𝑖,𝑗] × [ 𝜆𝑗
∑𝑛𝑖

∑𝑁𝑖
] = [ ∑

𝑖
ℎ𝑖

𝑏𝑗 + ∑
𝑖

𝑎𝑖,𝑗 × ℎ𝑖𝑗]
Figure 1. the matrix of resolution of equations (17) and (18).

The method looks simple: from an initial guess of ni, the derivatives are estimated, new values 

of ni are found and the process loops until convergence but:

 as defined, the system of equations does not impose a “realizability” criterion telling that 

only positive values of ni are relevant. When negative values occur, logarithms are undefined, and 

the calculation fails (the term that appears in the calculation of hi generates an error). A potential 

solution is to test the values of ni and when they are negative, to replace them with a value close 
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to 0. Nevertheless, doing so, convergence problems may arise since the corresponding logarithms 

may vary in large proportions for tiny variations of ni;

 as acknowledged by the author, it is difficult to run the method when solids are added into 

the products, which is a severe limitation. 

2.1.2 Gordon and Mc Bride method (CEA code)

A significant improvement of the robustness (and simplicity) of the Morley method was 

proposed by Gordon and Mc Bride. It is also applicable to perfect gases but incorporates non-

miscible condensed materials. They used again the Newton-Raphson principle, but instead of using 

a first order Taylor expansion of  as function of ni, the (Taylor) expansion is performed ∂𝐹 ∂𝑛𝑖

against  and  which fits much better with the evolution of G, especially 𝐶𝑖 = 𝑙𝑛(𝑛𝑖) 𝐷 = 𝑙𝑛(∑𝑁𝐺
𝑖 𝑛𝑖)

to tackle the evolutions of Gmix. This method is implemented in CEA (Gordon and McBride, 1994), 

the thermochemical equilibrium code developed by NASA and in many comparable codes. Note 

also that doing so, the increments in ni are necessarily positive. A further advantage is that when 

ni becomes very small, lnni is large so that limiting the increment on lnni instead of ni restricts the 

risk of divergence.

The starting equation is the same as for equation (11). For the gaseous phase (gaseous 

components for 1<i<NG, and condensed materials for NG+1<i<nSp), the Lagrange function 

derivatives reads (given later for solids):

                                                                        (19)
∂𝐹
∂𝑛𝑖

=
µ0

𝑖

𝑅𝑇 + ln
𝑛𝑖

∑𝑛𝑖
+ ln 𝑃 ― ∑𝑛𝐸𝑙

𝑗 = 1𝜆𝑗𝑎𝑖𝑗 = 0

And the first order Taylor expansion in Ck and D around N reads:

∂𝐹
∂𝑛𝑖

=
µ°𝑖

𝑅 ∙ 𝑇 +  𝑙𝑛(𝑁𝑖) ― 𝑙𝑛(∑𝑁𝐺
𝑖 𝑁𝑖) + ln (𝑃) ― ∑

𝑗𝜆𝑗 × 𝑎𝑖𝑗 + ∑
𝑘

∂( ∂𝐹
∂𝑁𝑖)

∂𝑐𝑘
× ∆𝑙𝑛(𝑛𝑘) + ∑

𝑘

∂( ∂𝐹
∂𝑁𝑖)

∂𝐷 × ∆𝑙𝑛

                                                                                                (20)(∑𝑁𝐺
𝑖 𝑛𝑖) = 0
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 for k=i and zero otherwise and                                                      (21)
∂( ∂𝐹

∂𝑁𝑖)
∂𝐶𝑘

= 1
∂( ∂𝐹

∂𝑁𝑖)
∂𝐷 = ―1

Substituting the equation (21) into (20), and setting :
µ𝑖

𝑅𝑇 =
µ°𝑖
𝑅𝑇 +  𝑙𝑛(𝑁𝑖) ―𝑙𝑛(∑𝑁𝐺

𝑖 𝑁𝑖) + ln (𝑃)

                                                      (22)
∂𝐹
∂𝑛𝑖

= µ𝑖 ― ∑
𝑗𝜆𝑗 × 𝑎𝑖𝑗 +∆𝑙𝑛(𝑛𝑖) +∆𝑙𝑛(∑𝑁𝐺

𝑖 𝑛𝑖) = 0

The mass conservation equation (1) is reconsidered separating the gases and the condensed part:

𝑁𝐺

∑
𝑖 = 1

𝑎𝑖𝑗 × 𝑁𝑖 +
𝑛𝑆𝑝

∑
𝑖 = 𝑁𝐺 + 1

𝑎𝑖𝑗 × 𝑁𝑖 = 𝑏𝑗

A differential version of this equation can be written (for the gases ):𝑁𝑖 × ∆ln (𝑛𝑖) = ∆𝑛𝑖

                    (23)∑𝑁𝐺
𝑖 = 1𝑎𝑖𝑗 × 𝑁𝑖 × ∆ln (𝑛𝑖) + ∑𝑛𝑆𝑝

𝑖 = 𝑁𝐺 + 1𝑎𝑖𝑗 × ∆𝑛𝑖 = ∆𝑏𝑗 ≈ 𝑏𝑗 ― ∑𝑛𝑆𝑝
𝑖 = 1𝑎𝑖𝑗 × 𝑁𝑖

The expression for  obtained from equation (22) is substituted into (23) so that:∆ln 𝑛𝑗

                                                                                       ∑𝑛𝐸𝑙
𝑗

∑𝑁𝐺
𝑖 𝑎𝑖𝑗 × 𝑎𝑖𝑗 × 𝑁𝑖 × 𝜆𝑗 + ∑𝑛𝑆𝑝

𝑖 = 𝑁𝐺 + 1𝑎𝑖𝑗 × ∆𝑛𝑖 + (∑𝑁𝐺
𝑖 𝑎𝑖𝑗 × 𝑁𝑖) × ∆ln (∑𝑛𝑖) = 𝑏𝑗 ― ∑𝑛𝑆𝑝

𝑖 = 1𝑎𝑖𝑗 × 𝑁𝑖 + ∑𝑁𝐺
𝑖 = 1𝑎𝑖𝑗 × 𝑁𝑖 ×

µ𝑖
𝑅𝑇

(24)

The last step of the mathematical development consists in differentiating the total number of 

moles of gas , in the following way:𝑁 = ∑𝑁𝐺
𝑖 = 1𝑁𝑖

𝑁 ―
𝑁𝐺

∑
𝑖 = 1

𝑁𝑖 + 𝑑𝑁 ―
𝑁𝐺

∑
𝑖 = 1

𝑑𝑁𝑖 = 0

As above a transformation of dN into dlnN is proposed:

                                                                           (25)∑𝑁𝐺
𝑖 = 1𝑁𝑖∆ln 𝑛𝑖 ―𝑁∆ln 𝑛 = 𝑁 ― ∑𝑁𝐺

𝑖 = 1𝑁𝑖

The expression of  from expression (22) is introduced in (25) to obtain a variational version ∆ln 𝑛𝑗

of the conservation law:

                (26)∑𝑛𝐸𝑙
𝑗

∑𝑁𝐺
𝑖 𝑎𝑖𝑗 × 𝑁𝑖 × 𝜆𝑗 + ∑𝑁𝐺

𝑖 = 1(𝑁𝑖 ― 𝑁) × ∆ln (𝑁) = 𝑁 ― ∑𝑁𝐺
𝑖 = 1𝑁𝑖 + ∑𝑁𝐺

𝑖 = 1𝑁𝑖 ×
µ𝑖

𝑅 × 𝑇

Finally, the Lagrange minimization criterion (19) is written as:
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                                                                                                            (27)∑𝑛𝐸𝑙
𝑗 𝑎𝑖𝑗 × 𝜆𝑗 =

µ𝑖

𝑅 × 𝑇

A system of 4 sets of equations (24), (26) and (27) is obtained which can be presented as a matrix 

containing as unknown the Lagrange multipliers, the increments of moles of each condensed 

product and the increment of the logarithm of the total number of moles in the gaseous phase. Note 

that once the latter parameter and the Lagrange multipliers are known,  can be calculated ∆𝑙𝑛 𝑛𝑗

using (22).

[
0 𝑎𝑖𝑗 0 

𝑎𝑖𝑗

𝑁𝐺

∑
𝑖

𝑎𝑖𝑗 × 𝑎𝑖𝑗 × 𝑁𝑖

𝑁𝐺

∑
𝑖 = 1

𝑎𝑖𝑗 × 𝑁𝑖

 0
𝑁𝐺

∑
𝑖

𝑎𝑖𝑗 × 𝑁𝑖

𝑁𝐺

∑
𝑖

(𝑁𝑖 ―
𝑁𝐺

∑
𝑖

𝑁𝑖)] × [
∆𝑛𝑖𝑐𝑜𝑛𝑑

𝜆𝑗

∆ln ( 𝑁𝐺

∑
𝑖

𝑛𝑖𝑔𝑎𝑧)] = [
µ𝑖

𝑅 × 𝑇

𝑏𝑗 ―
𝑛𝑆𝑝

∑
𝑖 = 1

𝑎𝑖𝑗 × 𝑁𝑖 +
𝑁𝐺

∑
𝑖 = 1

𝑎𝑖𝑗 × 𝑁𝑖 ×
µ𝑖

𝑅 × 𝑇

𝑁 ―
𝑁𝐺

∑
𝑖 = 1

𝑁𝑖 +
𝑁𝐺

∑
𝑖 = 1

𝑁𝑖 ×
µ𝑖

𝑅 × 𝑇

]
Figure 2. The matrix presentation of the ‘CEA’ (Gordon and McBride, 1994) method.

Although this method can be seen as a progress as compared to the Morley one, especially in 

terms of robustness and computer efficiency, problems remain such as:

 in the case of a phase change, the variations of the Gibbs energy near the equilibrium are 

such that dG tends towards 0 so that  and  and consequently the Lagrange ∂𝑓 ∂𝑁𝑖
∂𝐺 ∂𝑛𝑖→0

multipliers should tend to zero also (see equation (8)). Then, because of the truncation errors, the 

mathematical problem becomes indeterminate.

 the coexistence of mixtures (especially gases) with condensed materials remains difficult 

to handle because primarily the variations of G with ni are linear for the condensed materials and 

largely logarithmic for gaseous mixtures. If the existence of a condensed material is postulated 

which should not be present, the minimization process may produce negative values of ni for the 

condensed phase and the algorithm fails.
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Rand and some others tried to improve the convergence of the Lagrange multipliers method.

2.1.3 Rand Method (ASPEN, HSC Code)

In Aspen software, the RGIBBS module minimizes the Gibbs free energy of a system using the 

Rand technique proposed by Gautam et al. in 1979 (Gautam and Seider, 1979a). The “N vector” 

contains guessed values of the number of moles of compound i in phase l (nil) at equilibrium. 

Equation (5) is differentiated analytically with the specific assumption that ∂𝜙𝑖𝑙 ∂𝑛𝑖𝑙 = ∂𝛾𝑖𝑙 ∂𝑛𝑖𝑙

, and a quadratic ‘Taylor development’ is used to approximate the Gibbs free energy at the n = 0

vector, a vector of mole numbers in close proximity to the N (from the previous iteration) vector. 

Note that contrary to the QASEQ and CEA code, non-ideal mixtures can be computed (in the Rand 

formalism non miscible condensed components from 1< i< NS and miscible species from NS+1< 

i< nSp):

                                                                                   (28)𝐺 = ∑𝑁𝑆
𝑖 = 1𝜇𝑜

𝑖 𝑛𝑐
𝑖 + ∑𝑛𝑆𝑝

𝑖 = 𝑁𝑆 + 1
∑𝑝

𝑙 = 1µ𝑖𝑙𝑛𝑖𝑙

Where p is the number of “mixed” phases (i.e. having a contribution in Gmix and GE either in a 

vapor or liquid phase), and NS, non-mixed condensates, usually solids. Parameter µil is the 

chemical potential of component i in phase l (for non-mixed condensates µi° is the Gibbs energy 

of formation in the conditions of the reaction). Note that the superscript “c” is used to identify the 

number of moles of non-mixed condensed materials in the equations. The second order truncation 

reads:

𝑄(n1,n2,…,𝑛𝑛) = 𝐺(𝑁1,𝑁2,…,𝑁𝑛) + ∑𝑁𝑆
𝑖 = 1

∂𝐺
∂𝑁𝐶

𝑖
(𝑛𝐶

𝑖 ― 𝑁𝐶
𝑖 ) + ∑𝑝

𝑙 = 1
∑𝑛𝑆𝑝

𝑖 = N𝑆 + 1
∂𝐺

∂𝑁𝑖𝑙
(𝑛𝑖𝑙 ― 𝑁𝑖𝑙) +

1
2

  (29)∑𝑁𝑆
𝑖 = 1

∂2𝐺

∂𝑁𝑐2
𝑖

(𝑛𝐶
𝑖 ― 𝑁𝑖)2 +

1
2∑𝑝

𝑙 = 1
∑𝑛𝑆𝑝

𝑖 = N𝑆 + 1
∑𝑛𝑆𝑝

𝑖′ = N𝑆 + 1
∂2𝐺

∂𝑁𝑗𝑙∂𝑁𝑗𝑙
(𝑛𝑖𝑙 ― 𝑁𝑖𝑙)(𝑛𝑖𝑙 ― 𝑁𝑖𝑙)

N is computed at minimum Q subject to the atom balance constraints. An unconstrained 

objective function, using Lagrange multipliers,  (j = 1, 2... nEl).𝜆𝑗
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 (30)𝐹{𝑛1,𝑛2,…,𝑛𝑛} = 𝑄{𝑁1,𝑁2…,𝑁𝑛} + 𝑅𝑇∑𝑛𝐸𝑙
𝑗 = 1𝜆𝑗[𝑏𝑗 ― ∑𝑁𝑆

𝑖 = 1𝑎𝑖𝑗𝑛𝑐
𝑖 ― ∑𝑃

𝑙 = 1
∑𝑛𝑆𝑝

𝑖 = N𝑆 + 1𝑎𝑖𝑗𝑛𝑖𝑙]
Is minimized using: 

                                                                                                   (31)
∂𝐹{𝑛}

∂𝑛𝑐
𝑖

=
∂𝐹{𝑛}

∂𝑛𝑖𝑙
=

∂𝐹{𝑛}
∂𝜆𝑗

= 0

The equation (31) can be written into three equations:

                                                       (32)
∂𝐹{𝑛}

∂𝑛𝑐
𝑖

=
∂2𝐺

∂𝑛𝑐
𝑖

2(𝑛𝑐
𝑖 ― 𝑁𝑐

𝑖 ) +
∂𝐺
∂𝑛𝑐

𝑖
+𝑅𝑇∑𝑛𝐸𝑙

𝑗 = 1𝜆𝑗[𝑎𝑖𝑗] = 0

                                                     (33)
∂𝐹{𝑛}

∂𝑛𝑖𝑙
=

∂2𝐺
∂𝑛𝑖𝑙

2(𝑛𝑖𝑙 ― 𝑁𝑖𝑙) +
∂𝐺
∂𝑛𝑖𝑙

+𝑅𝑇∑𝑛𝐸𝑙
𝑗 = 1𝜆𝑗[𝑎𝑖𝑗] = 0

                                                  (34)
∂𝐹{𝑛}

∂𝜆𝑗
= 𝑅𝑇[𝑏𝑗 ― ∑𝑁𝑆

𝑖 = 1𝑎𝑖𝑗𝑛𝑐
𝑖 ― ∑𝑃

𝑙 = 1
∑𝑛𝑆𝑝

𝑖 = 𝑁𝑆 + 1𝑎𝑖𝑗𝑛𝑖𝑙] = 0

Because, by definition, 

; ; ;                                                                             (35)
∂2𝐺

∂𝑛𝑐
𝑖

2 = 0
∂𝐺
∂𝑛𝑐

𝑖
= µ0

𝑖
∂2𝐺
∂𝑛𝑖𝑙

2 = 0
∂𝐺
∂𝑛𝑖𝑙

= µ𝑖𝑙

This problem, including the species conservation (1), reduces also to a matrix representation:

  
(34)

(32)

(33)
[

𝑛𝑆𝑝

∑
𝑖 = N𝑆 + 1

𝑎𝑖𝑗 𝑎𝑖𝑗 0 

0 0 𝑎𝑖𝑗
 0 0 𝑎𝑖𝑗

] × [𝑛𝑖𝑙

𝑛𝑐
i

𝜆𝑗

] = [ 𝑏𝑗

µ𝑖°

µ𝑖𝑙

]
Figure 3. Coefficient matrix, ‘RAND’ method.

Solving this system provides the number of moles of the species (“n vector”) and the Lagrange 

multipliers. In the Rand method, the new “guessed” value of the n vector does not automatically 

replace N in the next iteration because, as shown by Morley, negative values of the number of 

moles can appear. The new value of n, n’, is obtained from N and n as follows. Let Δ be the molar 

gaps between N and n:

                                                                                   (36)∆ = (𝑛1,𝑛2,…,𝑛𝑛) ― (𝑁1,𝑁2,…,𝑁𝑛)

n’ is obtained as a fraction of Δ added to n via a constant coefficient w:
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                                                                                                                         (37)𝑛′ = 𝑁 + 𝑤∆

 is chosen so as to provide a smaller Gibbs energy (than at N) while avoiding negative 𝑤

values of  and . This latter condition is reached when w is between , (maximum value 𝑛′il 𝑛′C
i 𝑤max

such that ) and  (minimum value such that ).  is computed as follows:n′ ≥ 0 𝑤min n′ ≥ 0 𝑑𝐺 𝑑𝑤

                                                                       (38)
𝑑𝐺
𝑑𝑤 = ∑𝑁𝑆

𝑖 = 1
µ𝑜

𝑖

𝑅𝑇Δ𝐶
𝑗𝑖 + ∑𝑛𝑆𝑝

𝑖 = 𝑁𝑆 + 1
∑𝑝

𝑙 = 1µ𝑖𝑙Δ𝑖𝑙

(because  and  are zero) and µil being calculated at n’. Beginning with , w is 
∂𝛾𝑖𝑙

∂𝑤
∂𝜙𝑖𝑙

∂𝑤 𝑤 = 𝑤𝑚𝑎𝑥

reduced by steps of 0.1 wmax until a negative slope is obtained. If not found as long as w> 0, a 

similar search is conducted for . With the value of w thus estimated, the new guessed 𝑤𝑚𝑖𝑛 ≤ 𝑤 < 0

value of n’ is used and the process is looped. Although the Rand method is a significant 

improvement over the other Lagrangian method especially for phase equilibrium, it is not 

universally valid: 

 When a mixed phase l is postulated at the starting point which cannot exist at the starting 

conditions, the Rand method decreases rapidly the concentrations of the component of the “illegal 

phase” to zero. This causes the lines and columns associated with this “illegal phase” in the 

coefficient matrix to approach zero and singularities to develop which impedes the inversion of 

the matrix. The technique to avoid this is to eliminate this phase (remove the corresponding lines 

and columns of the matrix). But when phases are removed, the minimum Gibbs free energy is 

searched in a restricted domain (phases and products were removed from the initial Gibbs problem) 

so that the minimum is “constrained” and may not be the absolute one. The software ‘HSC’ 

(Dantzig et al., 1958) uses the ‘Rand’ method and, in some cases, it is recognized by the authors 

that the minimum is not the good one (constrained). 

 For the non-mixed phases (usually solids), the RAND method suffers from the same issue 

than the Gordon/Mc Bride methods, i.e., if the solid phase is unlikely to exist at equilibrium, values 
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of  may easily become negative, values of  becomes infinitesimal, and the code does not 𝑛𝑐
𝑖 𝑤

converge.

2.1.4 Additional Techniques to help finding the Global Minimum 

The main drawback of using the Lagrange method to find the global minimum is that, because 

the calculation has to start from an initially guessed value, there is a risk to go toward a local 

(constrained) minimum. Gautam et al. (Gautam and Seider, 1979b) devised the ‘splitting phase’ 

method to solve this difficulty. The principle is, at a given point in the calculation, to split a phase 

into two “trial phases” and to use this new configuration in the minimization process if the Gibbs 

energy was effectively reduced by this splitting operation. Only vapor (V) and liquid phases (L) 

can be split (V becomes V+L, L becomes V+L or L becomes L1+L2). Specific rules, and in 

particular the same activities of the species in two different phases, are applied to split phases so 

that they are, before the minimization process, not too unrealistic (otherwise it would be rapidly 

eliminated by the RAND method). This method is implemented in ASPEN. As compared to the 

direct use of the Rand method, as in HSC, the “phase splitting” technique seems a significant 

improvement but is not a panacea. First, as admitted by Gautham, it does not always avoid the 

constrained minimum and, even, may provide wrong results as for instance when the source phase 

is, before splitting, already close to the equilibrium composition of the phase.(Meyer, 1996) And 

Michelsen et al.(Michelsen, 1982a, b) attempted to apply the phase stability criterion initially 

developed by Gibbs to identify more robustly the situations in which a phase splitting should be 

applied. But it does not ensure a constrained minimum will not be reached. 

Levy and Montalvo (Levy and Gómez, 1985) proposed the “tunneling” method. It is a succession 

of minimization cycles (with the Rand method for instance) and “tunneling” phases. Suppose a 

given objective function, f(x) to minimize and having a number of local minima. Starting the first 
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minimization phase at the point x1°, the first local minimum to be found (Figure 4) is x1*. The 

Tunneling Function reads:

                                                                                                (39)𝑇(𝑥,𝑓(𝑥 ∗ )) = 𝑓(𝑥) ―𝑓(𝑥 ∗ )

x is increased (or decreased) starting from x1* and T is calculated along the trajectory until T is 

negative. The point corresponding to T=0 is a new starting point x2°. And the minimization process 

is restarted to reach a second local minimum x2*. And so on until T is always positive. The last 

minimum is the absolute one xG*. Note that this method is applicable primarily to the minimization 

problem of the Gibbs functions if the constraints (mass balance) are ignored. It is known that the 

minimum Gibbs point in a thermochemical problem is not the absolute one because of the mass 

balance constraints. So, the tunneling technique may be better suited to phase changes where dG=0 

as the equilibrium. On that aspect, it may help to decide if phase splitting is required. 

X1*

X2*

X3*=xG*

X-AXIS

F(X)

X2°

X3°

X1°

Figure 4. Illustration of the tunneling method.

The development of the Lagrange based algorithm is a significant breakthrough and allowed the 

development of numerically efficient computer codes to find thermochemical equilibria by 

minimizing the Gibbs free energy. Nevertheless, many issues remain. The first one is that because 

it is an iterative process starting from an initial guess of the final composition, the algorithm may 
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find a local minimum which may not be the absolute one. Although some techniques were 

proposed to avoid this, this issue is not really solved. The second issue is that the Gibbs function 

has to be linearized to solve the Lagrange problem. Necessarily the physical representativity is 

challenged (notably, the influence of the variations of the activity coefficients on GE is ignored), 

and the truncation errors may jeopardize the convergence. This is the case when solids are to be 

considered in the mixture. 

Recently, some further developments were proposed (Bonilla-Petriciolet et al., 2011; Burgos-

Solórzano et al., 2004; Jalali and Seader, 1999). But these methods are still model-dependent and 

may require problem reformulation.

2.2 Other Methods

2.2.1 Linear Programming

“Linear programming” has been extensively used in many different field (Pekny et al., 1990; 

Pertsinidis et al., 1998; Shih et al., 1998) where it is often desired to minimize the cost of 

production, taking into account various constraints like the fixed and variable costs. 

Mathematically, the problem is as follows:

Min (C × X)

                                                              (40)𝐴 × 𝑋 = 𝐵

X≥0

Where X is the vector of the variables. A, B and C are matrices (B is a vector) with constant 

coefficients.  is the objective function to be optimized. The equation  defines a set 𝐶 × 𝑋 𝐴 × 𝑋 = 𝐵

of intersecting hyperplanes in the space (order n) of the variables X. It can be shown that the 

optimized solution is located on one summit of the polyhedron defined by the intersection of these 
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hyperplanes. In 1947, Danztig (Dantzig, 1990) introduced an algorithmic method to find this 

optimum: the well-known “simplex method” aiming at systematically going from one summit to 

another and calculating the objective function there. Later, other techniques were proposed. The 

resemblance of (40) is striking with the problem of minimizing the Gibbs free energy minimization 

problem (5) under the constraints of species conservation (1) and positivity of the number of moles 

(ni≥0). Nevertheless, for the “linear programming” to work, it is essential for the objective function 

to be a linear function of the variables. For the specific case of ideal mixtures (formulation used in 

GASEQ and CEA), Dantzig proposed a linearization strategy of G. More recently Rossi et al. 

(Rossi et al., 2009) used a similar methodology incorporating non-idealities. The authors proposed 

a methodology which was applied using the software ‘GAMS’. 2.5 (“General Algebraic Modeling 

System”), using the CPLEX solver which can do the linear optimization. This method transforms 

the non-linear problem into a set of linear problems. Nonetheless, although the authors are not 

explicit on that aspect, a large number of calculated values of G at different preselected 

compositions needs to be provided to represent the G function conveniently by linear 

approximations. The calculations are tedious and long. In practice, it is said that the cost of the 

calculations becomes prohibitive, especially when the number of species is above 4. 

2.2.2 Genetic Algorithms (GA):

Genetic algorithm (Bonilla-Petriciolet et al., 2011) is a search heuristic algorithm for solving 

optimization problems. It is used in artificial intelligence. It is a kind of evolutionary algorithm. 

Evolutionary algorithms were firstly developed for several phenomena in biology, including 

inheritance, mutation, natural selection, and hybridization. The genetic algorithm can be divided 

into three steps: initialization, iteration, and selection.

In the initialization stage, the problem is translated into “genetic” terms. In the present context 
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of Gibbs Energy minimization where  and xi is varying between 0 and 1 𝐺(𝑥𝑖) = 𝜇°
𝑖 +𝑅𝑇(𝛾𝑖 × 𝑥𝑖)

(a mole fraction for instance), the actual solution space (“phenotype” space) is composed of a set 

of xi satisfying the mass conservation. This solution space should be encoded in “chromosomes” 

to define the “genotype” space where the genetic operations described in the iteration step could 

be performed. The “genes” describing the “chromosomes” is the binary code representing xi in the 

computer language. If a two digits precision after the decimal is expected for xi, then xi will be 

encoded using seven binary numbers. The binary string represents the chromosome. To apply the 

Genetic Algorithm to phase equilibrium calculations for instance, instead of using nil (for i = 1, 

2, …, nSp; l= 1,2, …, p) as solution variables in the optimization, variables xil (for i=1, 2, …, nSp; 

l=1,2;…; p) varying in the range [0,1] have to be defined and employed as decision variables:

                                                                     (41)𝑛𝑖𝑙 = 𝑥𝑖𝑙(𝑛𝑖𝑇 ― ∑𝑙 ― 1
𝑘 = 1𝑛𝑖𝑘)     𝑙 = 1,2,…,𝑝 ―1

Where nil is the variation range of the mole number of species i in phase l. The mass conservation 

equation results in:

                                                                                                          (42)𝑛𝑖𝑙 = (𝑛𝑖𝑇 ― ∑𝑙 ― 1
𝑘 = 1𝑛𝑖𝑘)

For i=1, 2, ..., nSp, the benefit of this modification is that all candidate solutions generated will 

be feasible which promotes an easy and efficient implementation of GA. Since GA can only handle 

maximization problems, the “fitness value” F is taken as the opposite of the Gibbs energy. 

Therefore, the minimization of Gibbs energy can be reformulated as:

Maximize                                                        (43)𝐹 = ― 𝐺(𝑥𝑖𝑙),  𝑖 = 1,2,…,𝑛𝑆𝑝; 𝑙 = 1,…𝑝

Subject to                                                                                                         (44)0 ≤ 𝑥𝑖𝑙 ≤ 1

The function F is used to evaluate the quality of the points on which a selection will be performed. 

The initial population is generated by choosing the genes randomly.

The iteration step is performed in three stages: selection, crossover and mutation. There are 
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different types of Genetic algorithms(Lim and Haron, 2013). A first technique is to choose a couple 

of “parents” randomly, to break their chromosome string as some predefined location and to 

rearrange them to form the chromosomes of the children (Figure 5). In this new population, some 

random mutations are allowed which consists of exchanging two genes chosen randomly on the 

chromosome string. 

1 0 1 0 1 1

1 1 0 0 1 11 1 0 1 1 0

1 0 1 1 1 0

Parent Off-spring

One-point
Crossover

Figure 5. Illustration of the crossover stage.

1 0 0 1 1 01 0 1 1 1 0
Mutation

Figure 6. Illustration of the mutation stage.

A selection in the parent/child population is operated (so that the total number of individuals is 

constant) on the basis of the fitness function according to which the “weaker” parents are replaced 

by the “stronger “children. In another technique, the fittest couple of parents are selected by groups 

of 4, and their genes are mixed according to arbitrary rules to produce two children. Similarly, for 

the mutation stage (2 genes changed randomly). The new population replaces the previous one. 

After many generations of evolution, the population satisfies the optimal requirements, and the 

chromosomes are the same. The convergence is reached and the iteration stops.
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evaluation selection

mutation crossover

Figure 7. Illustration of the acceptance stage.

The example (Rangaiah, 2001) of a binary system of n-butyl acetate and water is one of the most 

extensively studied examples in the literature. This method is very demanding in computing 

resources as recognized by the authors. It is thus doubtful this technique can handle a large number 

of components. Furthermore, there is no guaranty that the global optimum can be found (Bonilla-

Petriciolet et al., 2011). Recently, an interesting evolution of this kind of “bio” inspired algorithm 

was proposed (Moodley et al., 2015), but it is difficult to be sure that the global optimum can be 

found.

In the following, an alternative minimization technique is proposed avoiding convergence 

problems and constrained minima difficulties. 

3 Towards an alternative based on a Monte Carlo method

The principle of the proposed method is to calculate the Gibbs energy of a “large enough” 

number of composition vectors chosen in the “realizable” space, i.e., fulfilling the species 
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conservation. Then the global optimum can easily be found using traditional spanning techniques. 

There is no need to linearize the problem, nor to guess a starting point. The two major drawbacks 

of the Lagrange/Newton-Raphson methods can thus be avoided. But other difficulties may appear 

like the number of vectors required to ascertain that the global optimum was found, the accuracy 

of the results and the costs of the calculation.

3.1 Principle

Once a total number of composition vector Nv is defined (by the user), the species compositions 

in each vector are randomly selected. This technique is typically derived from the Monte Carlo 

method (Metropolis and Ulam, 1949) which has very extensive applications in the field of 

simulation (Moebs, 1974; Zirrahi et al., 2019). One advantage of the Monte Carlo method as 

compared to a systematic “meshing” of the composition space is that for a given number of 

composition vectors Nv, two different minimization exercises of the same problem would provide 

different minima if Nv is not large enough. This is also faster and ensures an equal probability of 

appearance of each composition vector in the realizable space.

The Monte Carlo method may be used very simply. Composition vectors are produced randomly 

and then only the “realizable” composition vector, i.e., those satisfying the mass conservation 

(equation (1)), are conserved. The first level of constraint can be applied to the random choice 

methodology to make this method more efficient. Consider for instance a particular product “i” 

with an elementary composition aij (1<j<nEl). The number of moles of this product should satisfy:

                                                                                                       (45)𝑛𝑖 ≤ 𝑛𝑖𝑚𝑎𝑥 = 𝑚𝑖𝑛𝑗(𝑏𝑗

𝑎𝑖𝑗)
Let Rand() be the mathematical function of the computer generating an arbitrary number 

between 0 and  RANDmax (RANDmax=32767) with equal probabilities, then  is 𝑅𝑎𝑛𝑑 ()/𝑅𝐴𝑁𝐷𝑚𝑎𝑥
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an arbitrary number between 0 and 1. The number of moles of species “i” is estimated as:

                                                                                                                    (46) 
𝑛𝑖

𝑛𝑖𝑚𝑎𝑥
=

𝑅𝑎𝑛𝑑 ()
𝑅𝐴𝑁𝐷𝑚𝑎𝑥

 

Let Δ be the average gap between two successive values of . Between 0 and 1, there are 𝑛𝑖 𝑛𝑖𝑚𝑎𝑥

 possible values of  so that for a composition vector containing nSp components, a total 1 ∆ 𝑛𝑖 𝑛𝑖𝑚𝑎𝑥

number of composition vectors produced amounts  arbitrarily.(1 ∆)𝑛𝑆𝑝

But only a fraction of them can satisfy the nEl atom conservation laws. Because of the average 

gap between two consecutive component mole fractions, each conservation law can only be 

satisfied to within ± Δ at best. Suppose that the conservation laws are satisfied, then the total 

number of atoms j is not different from bj by more than ± m×Δ (with m an integer larger than 1). 

Starting from a composition vector satisfying the atom conservations laws to within ± m×Δ, all the 

composition vectors satisfying this can be derived by reasoning by pairs of components. If the 

number of atom j of component i (aij) is decreased by δj, the number of atom j of component i+1 

is increased by δj. The δj is linked with Δ and aij (also note that since all conservation laws are 

interlinked, the acceptance criterion for a given atom j is automatically valid for the other atoms). 

Based on this reasoning, the number of composition vectors satisfying the atom conservation laws 

within the relative accuracy ± m.Δ reads:

                                                                                                     (47)2 × 𝑚 × (𝑛𝑆𝑝 ― 1) × ( 1
2 ∙ ∆)

If a minimum of 1000 “realizable” composition vectors (i.e., satisfying the atom balances) is 

needed to find the Gibbs energy minimum for nSp=3, m=1, then (47) equals 1000 and gives 

Δ=1/500, meaning 5003 randomly chosen initial composition vectors.(1 ∆)𝑛𝑆𝑝 =

So this method is very unproductive and can hardly be applied in practice. Furthermore, the 

imperfect satisfaction of the atom balance renders the final result of the Gibbs minimization 
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exercise inaccurate especially for phase changes.

3.2 Monte Carlo and Gaussian Elimination Method (MCGE method)

The idea is to limit the use of the Monte Carlo method to the minimum number of species and 

to derive the quantities of the remaining species using the atom balance by implementing the 

“Gaussian elimination method”. Consider, for instance, six species U, V, W, X, Y, Z composed of 

three different atoms E1, E2, E3 (Table 1). The unknown variables are the mole’s numbers u, v, 

w, x, y, z whereas the total numbers of atoms NE1, NE2, NE3 are known so as the atomic 

composition of U, V, W, X, Y, Z (ai, bi, ci are the number of atoms of respective elements E1, E2 

and E3 in molecule i).

Table 1. “Coefficient” matrix of the products U, V, W, X, Y, Z.

Elements↓/molecules→ U V W X Y Z Totals
E1 a1 a2 a3 a4 a5 a6 NE1
E2 b1 b2 b3 b4 b5 b6 NE2
E3 c1 c2 c3 c4 c5 c6 NE3

This “coefficient” matrix of the products is a problem with six unknowns and three equations. 

To solve it, u, v and w are randomly chosen, for instance using the Monte Carlo method described 

above, whereas x, y, and z are calculated using a “Gaussian elimination method” as explained 

below. Firstly, the atom balance is written as:

                                      𝑎4 × 𝑥 + 𝑎5 × 𝑦 + 𝑎6 × 𝑧 = 𝑁𝐸1 ― 𝑎1 × 𝑢 ― 𝑎2 × 𝑣 ― 𝑎3 × 𝑤 = 𝑅𝐸1

(48)

                                        𝑏4 × 𝑥 + 𝑏5 × 𝑦 + 𝑏6 × 𝑧 = 𝑁𝐸2 ― 𝑏1 × 𝑢 ― 𝑏2 × 𝑣 ― 𝑏3 × 𝑤 = 𝑅𝐸2

(49)



25

                                   𝑐4 × 𝑥 + 𝑐5 × 𝑦 + 𝑐6 × 𝑧 = 𝑁𝐸3 ― 𝑐1 × 𝑢 ― 𝑐2 × 𝑣 ― 𝑐3 × 𝑤 = 𝑅𝐸3

(50)

The objective of the method is to eliminate x from the second equation and x, y from the third 

one so that z could be calculated then y and lastly x. This is done by applying a series of linear 

combinations of the atom balance equations.

The first equation is kept as such whereas x is eliminated from (49) and (50) using a linear 

combination with (48) ( :𝑏4 × (48) ― 𝑎4 × (49) => (51) 𝑎𝑛𝑑  𝑐4 × (48) ― 𝑎4 × (50) => (52) 

                                                                                           (48)𝑎4 × 𝑥 + 𝑎5 × 𝑦 + 𝑎6 × 𝑧 = 𝑅𝐸1 

                               (𝑎5 × 𝑏4 ― 𝑏5 × 𝑎4) × 𝑦 + (𝑎6 × 𝑏4 ― 𝑏6 × 𝑎4) × 𝑧 = 𝑏4 × 𝑅𝐸1 ― 𝑎4 × 𝑅𝐸2

(51)

                                (52)(𝑎5 × 𝑐4 ― 𝑐5 × 𝑎4) ∙ 𝑦 + (𝑎6 × 𝑐4 ― 𝑐6 × 𝑎4) ∙ 𝑧 = 𝑐4𝑅𝐸1 ― 𝑎4 × 𝑅𝐸3

Lastly, a linear combination of (51) and (52) is applied to eliminate y. The final system reads:

                                                                                            (48)𝑎4 × 𝑥 + 𝑎5 × 𝑦 + 𝑎6 × 𝑧 = 𝑅𝐸1

                               (𝑎5 × 𝑏4 ― 𝑏5 × 𝑎4) × 𝑦 + (𝑎6 × 𝑏4 ― 𝑏6 × 𝑎4) ∙ 𝑧 = 𝑏4 × 𝑅𝐸1 ― 𝑎4 × 𝑅𝐸2

(53)

[(𝑎5 × 𝑐4 ― 𝑐5 × 𝑎4) ∙ (𝑎6 × 𝑏4 ― 𝑏6 × 𝑎4) ― (𝑎5 × 𝑏4 ― 𝑏5 × 𝑎4) ∙ (𝑎6 × 𝑐4 ― 𝑐6 × 𝑎4)]
× z = (𝑎5 × 𝑐4 ― 𝑐5 × 𝑎4) ∙ (𝑏4 × 𝑅𝐸1 ― 𝑎4 × 𝑅𝐸2) ― (𝑎5 × 𝑏4 ― 𝑏5 × 𝑎4) ×

        (54)(𝑐4 × 𝑅𝐸1 ― 𝑎4 × 𝑅𝐸3)

The mole number z is deduced from (54), then y is deduced from (53), and then x is calculated 

from (48). The method is straighforward as long as the multipliers of x, y and z are not zero and 

when the number of species is larger than the number of atom types.

The first situation may arise, for instance, for purely numerical reasons. A simple remedy is to 

reorganize the “coefficient” matrix so that the multipliers calculated after having applied the 

Gaussian elimination method are not zero anymore. It may also arise when two chemically 
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identical compounds (isomers or identical product in two different phases) are present in the 

mixture. To solve this difficulty, it is essential that one of the “isomers” is part of the components 

selected using the Monte Carlo method and thus is withdrawn from the Gaussian elimination step. 

The second situation is usually derived from the previous one. Consider, for instance, the 

distillation of a binary mixture (4 products) with three elements (ex: water and ethanol: Table 2). 

If the previous method is applied, U is chosen using the Monte Carlo method, and then the 

Gaussian elimination method is employed.

Table 2. “Coefficient” matrix for a binary distillation.

Elements↓/molecules→ U V W X Totals
E1 a1 a2 a1 a2 NE1
E2 b1 b2 b1 b2 NE2
E3 c1 c2 c1 c2 NE3

At the end of the process, the atom balance equations read: 

                                                                                           (55)𝑎2 × 𝑣 + 𝑎1 × 𝑤 + 𝑎2 × 𝑥 = 𝑅𝐸1

                                (𝑎1 × 𝑏2 ― 𝑏1 × 𝑎2) ∙ 𝑤 + (𝑎2 × 𝑏2 ― 𝑏2 × 𝑎2) ∙ 𝑥 = 𝑏2 × 𝑅𝐸1 ― 𝑎2 × 𝑅𝐸2

(56)

[(𝑎1 × 𝑐2 ― 𝑐1 × 𝑎2) × (𝑎2 × 𝑏2 ― 𝑏2 × 𝑎2) ― (𝑎1 × 𝑏2 ― 𝑏1 × 𝑎2) × (𝑎2 × 𝑐2 ― 𝑐2 × 𝑎2)]
× x = (𝑎1 × 𝑐2 ― 𝑐1 × 𝑎2) × (𝑏2 × 𝑅𝐸1 ― 𝑎2 × 𝑅𝐸2) ― (𝑎1 × 𝑏2 ― 𝑏1 × 𝑎2) ×

        (57)(𝑐2 × 𝑅𝐸1 ― 𝑎2 × 𝑅𝐸3)

In equations (56) and (57), the multipliers of x are equal to zero. The system has solutions only 

if u is chosen so that the right-hand side of (57) is also zero. Then, the value taken by x can be 

selected randomly provided the calculated value of v remains positive which complicates 

somewhat the manipulation of the Gaussian elimination method. 

To solve this, the "isomers" are grouped into a single “composite” product of the same 

elementary composition (u with w and v with x) so that the right and left members of the equation 
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are zero which is logical. Then the Gaussian Elimination step is applied, and values for (u + w) 

and (v + x) are obtained. Then the Monte Carlo method is used again to generate values of u, w, v, 

and x the sums (u + w) and (v + x) obtained during the preceding Gaussian elimination step.

So provided some precautions are taken to organize the “coefficient” matrix, the association of 

the method of Gaussian elimination makes it possible to limit "naturally" the application of the 

Monte Carlo method to the field of compositions respecting the conservation of the mass.

4 Results 

4.1 Computational Performances 

The MCGE method was encoded in CIRCE software, a homemade software applicable to 

various problems of chemical engineering. It is described briefly in Appendix A.

One of the difficulties is to set the required number of composition vectors to converge towards 

the global minimum. Two theoretical and “academic” cases were tested: the nearly complete 

pyrolysis of methane in oxygen and the almost complete condensation of ethanol in water. These 

are complicated thermodynamic problems for the MCGE method, but the thermodynamic data 

required to run the simulations are well known and accurate (Appendix A). In both situations, the 

complexity of the problem was increased gradually by adding more and more components. 

Thermodynamically, these are transformations at constant pressure and temperature. 

The pyrolysis of CH4 (40%v/v) in O2 was simulated at 1 atm and 2500 K. Three cases were 

considered: the first with only 4 final products (CH4, O2, CO2, H2O), the second with 6 final 

products (CH4, O2, CO2, H2O, CO, H2) and the third with 8 final products (CH4, O2, CO2, H2O, 

CO, H2, C(s), OH). The condensation of ethanol and methanol in water was simulated at 1 bar and 
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250 K. Four cases were considered : the first with only  2 final products (H2Ogas, H2Oliquid), the 

second with 4 final products (H2Ogas, Ethanolgas, H2Oliquid, Ethanolliquid), the third with 6 final 

products (H2Ogas, H2O2gas, Ethanolgas, H2Oliquid, H2O2liquid, Ethanolliquid) and the fourth with 8 final 

products (H2Ogas, H2O2gas, Methanolgas, Ethanolgas, H2Oliquid, H2O2liquid, Methanolliquid, Ethanolliquid). 

In each test case, the number of composition vectors approaching a stable solution was looked 

for. An example of this procedure is given below. A fixed number of composition vectors is chosen 

(for instance 10000), and the calculation is performed ten times with the same initial conditions to 

establish some statistics (Figure 8). Figure 8-a shows the evolution of the number of moles of the 

six components-case of the pyrolysis of methane in oxygen (third column of the condensation of 

ethanol and methanol in water was simulated at 1 bar and 250 K. Four cases were considered: the 

first with only 2 final products (H2Ogas, H2Oliquid), the second with 4 final products (H2Ogas, 

Ethanolgas, H2Oliquid, Ethanolliquid), the third with 6 final products (H2Ogas, H2O2gas, Ethanolgas, 

H2Oliquid, H2O2liquid, Ethanolliquid) and the fourth with 8 final products (H2Ogas, H2O2gas, Methanolgas, 

Ethanolgas, H2Oliquid, H2O2liquid, Methanolliquid, Ethanolliquid).  During ten successive runs, Figure 8-

b shows the evolution of the vapor fraction for the “eight components” condensation case. 

Fluctuations of the final result are visible. This makes a difference with the Lagrangian method, 

for which provided the starting point is the same, the final result will be identical. It does not mean 

that the latter will be the true minimum as shown before.
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Figure 8. a) pyrolysis at 2500 K and 1 bar of methane (40% v/v) in oxygen containing 100 moles 

of reactants (case with 6 components, 10000 composition vectors H2O, ▼; CO, ◆; H2, ●; CO2, ■; 

O2, ○; CH4, □);  b) condensation at 1 bar – 250 K of an alcoholic solution containing 100 moles of 

mixture (case with 8 components; 10000 composition vectors) where NR is remaining moles of 

vapor, ◇.

Since the Gibbs energy equation is not linearized, those fluctuations may reflect either the 

presence of many fluctuations in the Gibbs energy close to the minimum or the fact that the Gibbs 

energy minimum is very shallow but the discretization of one important species is too coarse. 

It appears (Figure 9) that the larger the number of composition vectors, the smaller the 

fluctuations from one run to another. This would suggest the second explanation might be more 

plausible. 

Note that whatever the number of compositions vectors those fluctuations always exist even if 

of decreasing relative value when increasing the number of composition vectors. A direct 

consequence of this is that with the MCGE method, the final composition can be known only 

within some margin of uncertainty. This effect is particularly marked in the present case, which is 

particularly demanding for the MCGE method. Note that the minor species in the products (CH4 
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and O2 for the pyrolysis and % liquid for the condensation) are the major species in the reactants. 

As a result, the composition space to explore is particularly wide: CH4 between 0 and 40%, O2 

between 0 and 60%, CO2 between 0 and 40%, etc.…
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(b)

Figure 9. (a) standard deviation divided by the mean value calculated on 10 successive runs as a 

function of the number of composition vectors for the CO2 concentration in the methane-oxygen 

pyrolysis case (“from 4 to 8 components case”) and (b) for the vapor fraction in the condensation 

case (“2 to 8 components case”).

As shown in these examples, the number of composition vectors needed to reach a given degree 

of accuracy, for instance 1 or 2% relative deviation for a 6 products reactive case, can be as large 

as 100000. With a similar complexity, a minimum would be reached using a Lagrangian method 

by calculating only about 1000 points (composition vectors). The calculation costs are on larger 

with the MCGE method as compared to the standard Lagrangian based techniques by a factor of 

100. For the specific case of the MCGE method, the calculation costs are presented in Figure 10 

using a standard laptop of an engineer. Note that most of the burden of the calculation is due to the 

calculation of the intermolecular effects. It can be estimated that without accounting for the 

intermolecular forces the duration of the calculation will be 100 to 1000 times less for the same 

number of composition vectors.

Moreover, in case the number of products greatly exceeds the number of elements, many of the 

composition vectors chosen by the Monte Carlo step will be rejected during the Gaussian 

Elimination step because negative concentrations will appear. A large number of attempts will be 

required to obtain the desired number of composition vectors. 
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Figure 10. duration of the calculation for the 2 to 8 components cases for the distillation and the 

combustion cases presented in Figure 9 (laptop of Intel(R) Core (TM) i5-4210U CPU - 1.70GHz 

- 8.00 GB RAM). 

4.2 Practical applications

In the following, the capabilities of the various Gibbs energy minimization techniques are 

compared. The MCGE method (encoded in CIRCE code) is confronted with the Rand method 

(from ASPEN code, RGIBBS module (Plus, 2009)) and the Gordon and Mc Bride method (from 

CEA (Gordon and McBride, 1994) code). In the CEA method, only the perfect gas law is 

implemented both with ASPEN-RGIBBS and CIRCE codes other equation of states can be used 

(Peng Robinson for ASPEN and LCVM for CIRCE). The chosen thermodynamic data used to run 

the test cases are presented in Appendix B.
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4.2.1. Chemical Reactions: Coal Gasification

The experimental data (Yoshida et al., 2008) from Yoshida and al. are used. The reaction is 

gasification of coal in water vapor inside a continuous flow reactor under ambient pressure. The 

experimental conditions and results are presented in Table 3. The global reaction (unbalanced) 

reads:

                                                       (58)𝐶𝑜𝑎𝑙 + 𝐻2𝑂→𝐻2 +𝐶𝑂 + 𝐶𝑂2 +𝐶𝐻4 + 𝐻2𝑂 + 𝐶(𝑠)

Table 3. The experimental conditions of the Texaco entrained-flow gasifiers.

Coal Illinois no. 6 Illinois no. 6 Wyodak Illinois Wyodak Vaccum
Residue

C 71.23 70.96 78.37 69.73 78.06 83.79
H 5.44 5.38 5.81 5.21 5.32 10.5
O 1.97 2.55 3.7 2.7 4.75 0
N 0.74 0.77 0.92 0.8 0.93 0.45
S 1.74 1.63 0 1.38 0.05 5.14
Ash 18.55 18.54 11.05 19.96 10.86 0.12
CFRc/kg∙h-1 296 342 309 42259 38511 30861
RO2/Coal

d/kg∙kg-1 0.812 0.801 0.899 0.803 0.881 1.1
RH2O/Coal

e/kg∙kg-1 0.31 0.24 0.318 0.4 0.5 0.35
Pf/kPa 8280 8280 8280 8280 8280 8280
Tg/K 1567 1677 1571 1520 1516 1597
Gprh/mol∙h-1 30080 33390 34340 4446000 4563000 4302000
Gci/xa

CO 51.88 56.06 53.48 48.53 47.66 45.35
H2 37.32 37.21 35.72 35.67 34.24 41.37
CO2 5.24 3.26 4.56 6.18 6.7 4.5
CH4 0.09 0.05 0.05 0.01 0.01 0.05
H2O 5.47 3.41 6.2 9.61 11.39 8.73
CCj/xb 0.981 0.981 0.989 0.994 0.989 0.996

a x is the gas composition for each product, x=100x (mole of chosen gas)/sum of mole for all the 

gas; b x= [(NCO+ NCO2 + NCH4) outlet/ NCfeed]. c CFR is the Coal feed rate; d RO2/Coal is the ratio between 

O2 and Coal; e RH2O/Coal is the ratio between H2O and Coal; f P is pressure; g T is temperature; h Gpr 

is the Gas production rate; i Gc is gas composition; j CC is the carbon conversion rate.

The simulations were performed using the three codes under the assumption of constant pressure 
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and temperature. The same thermodynamic data and the same equation of state (perfect gas law) 

were used. The results are presented in Table 4.

Table 4. Coal gasification under the conditions of Table 3 simulated using the Rand method 

(Aspen-RGIBBS module), Gordon and Mc Bride method (from CEA code) and CIRCE MCGE 

method.

Gas 

composition

/xa

Illinois no. 6 Illinois no. 6 Wyodak Illinois Wyodak Vaccum Residue

Aspen

-

RGIB

BS

CE

A CIR

CE

Aspen

-

RGIB

BS

CE

A CIR

CE

Aspen

-

RGIB

BS

CE

A CIR

CE

Aspen

-

RGIB

BS

CE

A CIR

CE

Aspen

-

RGIB

BS

CE

A CIR

CE

Aspen

-

RGIB

BS

CE

A CIR

CE

CO 54.55
54.

4 54.2
57.81

57.8

8 57.14
55.5

55.3

6 54.43
50.53

50.1

2 49.86
49.64

49.1

6 48.95
46.34

46.2

6

46.35

H2 35.96
36.

11 36.25
36.3

36.2

2 36.92
34.82

34.9

5 35.83
34.44

34.8

5 35.06
32.97

33.4

6 33.66
40.7

40.7

9

40.64

CO2 2.65
2.7

9 3.01
1.7 1.63

2.37
2.8 2.94

3.87
4.09 4.5

4.77
4.82 5.31

5.52
2.91 3

2.9

CH4 0 0 0.03 0 0 0.02 0 0 0.02 0 0 0.03 0 0 0.01 0 0 0.02

H2O 6.84
6.6

9 6.52
4.19 4.27

3.55
6.89 6.75

5.85
10.93

10.5

3 10.28
12.56

12.0

7 11.87
10.04 9.96

10.08

Carbon 

conversion/

xb

100 100

100

100 100

100

100 100

100

100 100

100

100 100

100

100 100

100

a x is the gas composition for each product, x=100*(mole of chosen gas)/sum of mole for all the 

gas; b x = [(NCO+ NCO2 + NCH4) outlet/ NCfeed].

Globally the results are comparable and rather close to the experimental data. Note that this 

finding may not be so surprising since the major difficulties associated with minimizing the Gibbs 

energy may appear when phase changes and mixing intervene as shown below.
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4.2.2 Three-Phase Equilibrium

This last case corresponds to a three-phase equilibrium of biphenyl in CO2 and is particularly 

challenging. The experiments were performed by McHugh et al. (McHugh and Paulaitis, 1980) 

investigating the extraction of biphenyl using supercritical CO2. Biphenyl is an aromatic solid 

(Figure 11).

Figure 11. The structure of Biphenyl.

Depending on the pressure and temperature three-phases may coexist: vapor as a mixture of CO2 

and biphenyl, liquid as a mixture of CO2 and biphenyl and solid with biphenyl only. The 

experimental P, T curve along which the three phases coexist is shown in Figure 12 (a). The 

particular case at 48°C (321K) and various pressures are shown on Figure 12 (b) giving the 

solubility of biphenyl in CO2 (vapor and liquid).
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Figure 12. (a) phase equilibrium diagram from experiments ■ (Cheong et al., 1986) and simulation 

using CIRCE —. (b) Solubility curve of biphenyl in liquid and vapor phases. ■ experiment-liquid 
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phase, ● experiment-liquid phase, — simulation for the liquid phase CIRCE, — simulation for the 

vapor phase CIRCE, — simulation for the liquid phase ASPEN, — simulation for the vapor phase 

ASPEN/RGIBBS.

Again, the same thermodynamic data were used with the three codes, but the equation of state 

differ: perfect gas law for CEA, Peng Robinson with ASPEN-RGIBBS and LCVM with CIRCE. 

The results are also shown in Figure 12 (a) and Figure 12 (b). The initial composition of this 

simulation was set to 0.8 for CO2 and 0.2 for biphenyl in a pure liquid phase (the amounts are not 

critical for the calculations provided saturation of the phase is reached). The transformation is 

operated at constant pressure and temperature. The reader will realize that no point is shown for 

CEA and ASPEN-RGIBBS in Figure 12 (a). The reason is that the Gordon and Mc Bride method 

(CEA code) systematically diverges and that the Rand method (ASPEN-RGIBBS) is not able to 

predict a three-phase mixture. In particular, the solid phase never appears. In Figure 12 (b), it can 

be realized that ASPEN-RGIBBS provides a liquid-vapor equilibrium only up to 9 MPa. Above 

this pressure, the code returns the original mixture (pure liquid). The used database of CIRCE is 

the data generated by the JOBACK method. 

In the same situation, CIRCE does identify the multiphase equilibrium and seems to provide a 

correct estimate of the VLE. Note however that the cost of the calculation is significant (2 mn for 

one point….). A comparison of the performance of CIRCE on this test case with refined modelling 

using directly various equations of state (Hong et al., 2009) is presented in Appendix C. The 

present method seems at least as accurate without requiring a modification of the coefficients of 

the LCVM EoS contrary to what was suggested by Hong. It is believed that the variations of the 

chemical potentials with T and P (particularly that of the solid) accounted for in CIRCE explains 

this.
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5. Conclusion

This paper deals with the calculation of the thermodynamic equilibrium of mixtures submitted 

to phase changes and chemical transformations. Significant progress was made in the second half 

of the 20th century when numerical methods attempting to calculate the minimum of the Gibbs 

energy function were developed. Most of them are based on the Lagrange multipliers method (LM), 

a powerful mathematical approach and particularly efficient computationally speaking. More 

exotic techniques were tested like the global optimization (SIMPLEX), genetic algorithm, but 

which do not really solve the difficulties associated with the use of the Lagrange multiplier 

technique.

Among them, the necessity to locally linearize the Gibbs function (which is strongly nonlinear) 

and the step-by-step approach which limits the predictability. In particular, at best, the closest 

minimum to the initial “guess” is found. For multiphase reactive mixtures in particular, and non-

ideal mixtures, the Gibbs function may be strongly nonconvex with a multitude of local minima. 

Convergence difficulties were also highlighted, especially when solids are present. 

Some of these difficulties are illustrated in this work, and another minimization technique is 

proposed which does not require any approximation of the Gibbs function nor any “initial guess” 

which releases the two major limitations of the Lagrange multiplier methods.

The principle is to choose some composition vectors randomly in the “composition space” 

satisfying the atom balance, to calculate at each point the Gibbs energy and then to look for the 

minimum. To choose the composition vectors, a Monte Carlo technique is used associated with a 

Gaussian elimination method to ensure the atom balance is entirely satisfied. By performing 

several runs of the same simulation with the same number of composition vectors, it is possible to 

estimate the accuracy of the final result. Although computationally much more demanding than 
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the traditional Lagrange multiplier methods, it seems to be more reliable.

As it stands today, the code in which this method (MCGE) is implemented (CIRCE) is capable 

of calculating a reactive multiphase equilibrium within a few minutes for about ten components. 

It is certainly possible to improve the performances either by parallelizing the code or by coupling 

the MCGE method with some LM method. 

An interesting perspective is offered by the fact that the Gibbs function can be as complicated 

as needed so that supercritical mixtures may be considered for instance or a more complex equation 

of state including complicated molecular interactions such as SAFT (Statistical Associating Fluid 

Theory), GCA-EoS (SAFT group contribution model) or EoS/GE model (Boukouvalas et al., 1994; 

Economou and research, 2002; Liang et al., 2014; Pereda et al., 2010).
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NOTATIONS

A = matrix with constant coefficients

 = number of atoms of element j in compound i𝑎𝑖𝑗

 = activity of compound i𝑎𝑖

a1, a2, a3, b1, b2, b3, c1, c2, c3= coefficients in the matrix of elements (MCGE method)

B = matrix with constant coefficients

 = total number moles of atoms j in the mixture𝑏𝑗

C = matrix with constant coefficients

𝐶𝑘 = 𝑙𝑛(𝑛𝑖)

𝐷 = 𝑙𝑛( 𝑁𝐺

∑
𝑖

𝑛𝑖)
Ei = name of an atom

F = unconstrained objective function

 = fugacity of the species i𝑓𝑖

f = fugacity

G = Gibbs free energy

 = standard Gibbs free energy𝐺°

 = mixing Gibbs energy𝐺𝑚𝑖𝑥

 = excess Gibbs energy𝐺𝐸
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hi = chemical potential of ideal gas i

L = liquid phase

 = Lagrange function𝐿𝑎

N, n = number of moles 

NV = total number of composition vectors

Ni = guessed moles of compound i

 = moles of compound i𝑛𝑖

NS = number of moles of solid

NL = number of moles of liquid

NG = number of moles of gas

NEi = total numbers of atoms Ei

nEl = number of elements

nSp = number of species (compounds)

 = number of phases (vapor, liquid, solid)𝑝

P = absolute pressure

Q = function

R = universal gas constant.

 = residual numbers of atoms Ei𝑅𝐸𝑖

T = absolute temperature
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 = tunneling function𝑇(𝑥,𝑓(𝑥 ∗ ))

u = number of moles of compound U

v = number of moles of compound V

V = vapor phase

w = number of moles of compound W

w = constant variable

 = reduced variable (mole fraction)𝑥𝑖𝑘

x = number of moles of compound X

X = vector of the variables

y = number of moles of compound Y

z = number of moles of compound Z

Greek Symbols

= activity coefficient of compound j in phase l𝛾𝑗𝑙

 fugacity coefficient of compound i𝜙𝑖 =

= Lagrange multipliers𝜆𝑖

Δ = the average gap between two successive values

δj = variation of function

 = function of the conservation of mass 𝜑𝑗(𝑁𝑖)

= free energy of formation of species j in the standard state for phase l𝜇°𝑗𝑙
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 = partial molar free energy of compound j in phase l (chemical potential)𝜇𝑗𝑙

Appendix A: Brief description of CIRCE

CIRCE is proprietary software calculating the final equilibrium of chemical reactions on the 

basis of the minimum of the Gibbs energy of a list of potential final products like CEA code from 

NASA.(Gordon and McBride, 1994)  The distinctive features of CIRCE are the mathematical 

method used to find the minimum of G, the way the thermodynamical data are generated into the 

product database and the method used to foresee the potential final products.

Instead of using the standard Lagrange multiplier method and a Runge Kutta technique to search 

for the minimum of G, a Monte Carlo method associated to a Gaussian elimination method to 

preserve the atom conservation laws is implemented (MCGE method). This way, the absolute 

minimum can be found in any circumstance which is not always the case with the Lagrangian 

methods.

To improve the internal coherence of the calculations, the thermodynamical data required to 

calculate G (standard enthalpy of formation, entropy, activity coefficients…) are all calculated 

using the molecular descriptors of UNIFAC. (Fredenslund et al., 1975) To introduce a new 

molecule in the database, the user has just to describe it in terms of UNIFAC groups. Then the 

code calculates the thermodynamical data using correlations from the literature. The LCVM 

equation of state (Boukouvalas et al., 1994) is used to incorporate the influence of pressure and 

temperature. Even supercritical transformations can be calculated.

The same group contribution theory is used to predict the potential list of final products. To do 
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this, all the groups which may be formed are extracted from the atom composition of the reactants. 

They are associated following the rules established by Brignole. (Brignole et al., 1986) Only stable 

molecules can be predicted.

Note that CIRCE does not only calculate the thermodynamical equilibrium at constant pressure 

and temperature but also adiabatic equilibrium at constant pressure or constant volume. The 

internal structure of the code is shown in the following figure. It is coded in C language.

CIRCE menu : database or simulation

Database management Calculation

Reaction
at T and P 
constant 

adiabatic 
reaction at V 

constant

Adiabatic 
reaction at P 

constant

Pyrolyse.c Explosion.c

Manual 
input

/modif.

Automatic
construction 

and 
calculation

of 
molecules

Automatic
calculation

from
molecular

descriptors

Combustion.c

F_possible
product.c

Joback.c
UNIFAC, LCVM, Departure

Fig. A.1. Functional structure of the software CIRCE (in red squares: main routines).
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Appendix B: The data used to compute the test cases

The equations of state used to run the simulations are shown in table B.1, and the main 

thermodynamic data chosen are shown in table B.2. 

Table B.1. The chosen equation of state.

EOS used

ASPEN RGibbs CEA CIRCE

Table 4 Perfect gas Perfect gas Perfect gas

Figure 12 Peng Robinson Perfect gas LCVM

Table B.2. The chosen thermodynamic data.

ASPEN RGibbs CEA CIRCE

1bar/298.15K Enthalpy

(kJ/mol)

Entropy 

(J/mol 

K)

Cp 

(J/mol 

K)

Enthalpy

(kJ/mol)

Entropy 

(J/mol 

K)

Cp 

(J/mol 

K)

Enthalpy

(kJ/mol)

Entropy 

(J/mol 

K)

Cp 

(J/mol 

K)

CO (gas) -110.53 197.453 29.13 -110.535 197.660 29.141 -110.530 197.66 29.15

H2(gas) 0 130.684 28.60 0 130.681 28.836 0 130.68 28

CO2 (gas) -393.51 213.622 35.91 -393.510 213.787 37.135 -393.393 213.795 37.12

CH4(gas) -74.52 186.371 34.84 -74.600 186.371 35.691 -74.873 186.251 35.7

H2O (gas) -241.820 188.826 33.94 -241.826 188.829 33.588 -241.826 188.824 33.6

Table 4

C(solid) 0 5.6 7.65 0 6.201 8.598 0 5.833 9.251

CO2 (gas) -393.51 213.622 35.91 -393.510 213.787 37.135 -393.393 213.795 37.12Figure 

12 Biphenyl (gas) 178.49 392.564 143.12 182.130 388.944 166.179
180.000 391.24 166.7
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Appendix C: The simulation result for the SLG coexistence of biphenyl/CO2.
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Figure C.1. SLG coexistence lines of biphenyl/CO2 binary systems. (■) Experiment; (---) CMG 
with LCVM (λ ) 0.36); (-o-) CIRCE. 
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Figure C.2. Mole fractions in liquid phase for biphenyl/CO2. (■) Experiment; (---) CMG with 

LCVM (λ ) 0.36); (-o-) CIRCE.
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Highlights:

The paper : 

 provides details, sometimes difficult to extract from the literature, about the 
various methods used to solve the Gibbs minimization problem. 

 gives an analysis of the limits of the (powerful) Lagrange based methods 
traditional used in renown codes (Aspen-RGIBBS, CEA, Gaseq,…). The two 
larger, nearly un, are the local minimum limit and the incorporation of solids in the 
equilibrium.

 proposes a modified Monte Carlo method to solve these two difficulties and 
demonstrates that it works in situations where Lagrangian methods fail.

 gives an account of the performances of this new method (much more resources 
demanding but very flexible). 

 Shows practical applications in Chemical Engineering via an implementation of 
the method in a totally new code developed from scratch (CIRCE). 
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